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ABSTRACT 
 

EuroSPI is a partnership of large Scandinavian research companies and experience networks 
(SINTEF, DELTA,STTF), the ASQF as a large German quality association, the American Society 
for Quality, and ISCN as the co-ordinating partner.  

EuroSPI conferences present and discuss practical results from improvement projects in industry, 
focussing on the benefits gained and the criteria for success. Leading European industry are con-
tributing to and participating in this event. This year's event is the 11th of a series of conferences to 
which countries across Europe and from the rest of the world contributed their lessons learned and 
shared their knowledge to reach the next higher level of software management professionalism.  
 

3 KEYWORDS  

Software Process Improvement  

Management  

Measurement  

- 

 
 

EuroSPI 2004 − 0.1 



Session 0: Introduction 

 
 
 
 

EuroSPI 2004  
Proceedings 

Proceedings 

The papers in this book comprise the industrial proceedings of the EuroSPI 2004 conference. 
They reflect the authors’ opinions and, in the interests of timely dissemination, are published 
as presented and without change. 

Their inclusion in this publication does not necessarily constitute endorsement by EuroSPI and 
the  publisher.  

EuroSPI 

EuroSPI is a partnership of large Scandinavian research companies and experience networks 
(SINTEF, DELTA,STTF), the ASQF as a large German quality association, the American So-
ciety for Quality, and ISCN as the co-ordinating partner.  

EuroSPI conferences present and discuss practical results from improvement projects in in-
dustry, focussing on the benefits gained and the criteria for success. Leading European indus-
try are contributing to and participating in this event. This year's event is the 11th of a series of 
conferences to which countries across Europe and from the rest of the world contributed their 
lessons learned and shared their knowledge to reach the next higher level of software man-
agement professionalism.  

Publisher 
ISSN-NO: 1503-416X , Norwegian Technical University 

EuroSPI Chairs 

General Chair Dr Richard Messnarz, ISCN  

Industry Chair Bernd Hindel, ASQF  

EuroSPI 2004 Local Chair Torgeir Dingsoyr & Nils Brede Moe, SINTEF  

Scientific Programme Committee Chair Torgeir Dingsoyr & Nils Brede Moe, SINTEF  

Industrial Programme Committee Chair Jorn Johansen & Mads Christiansen, DELTA  

Industrial Programme Committee Co-Chair Risto Nevalainen, STTF  

Exhibition Chair Robert Treffny, ASQF  

Tutorial Chair Dr Richard Messnarz, ISCN  

Industrial Programme Committee 

Geir Amsjø, UiO, Norway 

0.2 − EuroSPI 2004 



Session 0: Introduction 

Bo Balstrup, Danfoss, Denmark  

Gualtiero Bazzana, Onion, Italy 

Andreas Birk, SD&M, Germany 

Mads Christiansen, DELTA, Denmark 

Ioana Ene, Onion, Italy 

Tom Gilb, Norway 

Uwe Hehn, Methodpark, Germany 

Tim Hind, Axa Sun Life, UK 

Greta Hjertø, HiST, Norway 

Janne Jarvinen, SolidTech, Finland 

Jørn Johansen, DELTA, Denmark 

Conny Johansson, Ericsson, Sweden 

Kurt Crone Jørgensen, Grundfos, Denmarky 

Even-Andrè Karlsson, Q-Labs, Sweden 

Peter Læssøe, Nykredit, Denmark 

Richard Messnarz, ISCN, Ireland 

Edda Mikkelsen, DNV, Norway 

Kim Møller, Ericsson Diax, Denmark 

Risto Nevalainen, STTF, Finland 

Mark Paulk, Carnegie Mellon University, ISRI, USA 

Poul Grav Petersen, Novo Nordisk Engineering, Denmark 

Jan Pries-Heje, IT University of Copenhagen, Denmark 

Ian Seward, JP Morgan, UK 

Rini van Solingen, LogicaCMG, Netherlands 

Harald Störrle, University of Munich, Germany 

Lisa Tipping, QinetiQ, UK 

Tor Ulsund, Bravida, Norway 

Nils Jakob Villmones, Kongsberg Spacetec, Norway 

Otto Vinter, DELTA, Denmark 

Hans Westerheim, SINTEF ICT, Norway 

Capers Jones, Software Productivity Research  

EuroSPI Board Members 

ASQ, http://www.asq.org 

ASQF, http://www.asqf.de 

DELTA, http://www.delta.dk 

ISCN, http://www.iscn.com 

SINTEF, http://www.sintef.no 

STTF, http://www.sttf.fi  

EuroSPI 2003 − 0.3 



Session 0: Introduction 

Editors of the Proceedings 

Dr Richard Messnarz, ISCN 

Mads Christiansen, DELTA 

Sonja Koinig, ISCN GesmbH 

Welcome Address by the EuroSPI General Chair 

 

Dr Richard Messnarz 

EuroSPI 2004 has grown in size and content. EuroSPI has also 
developed from purely a conference series to an initiative with 3 
major goals (www.eurospi.net): 

1. An annual EuroSPI conference supported by Software Process 
Improvement Networks from different EU countries.  

2. Establishing an Internet based knowledge library, newsletters, 
and a set of proceedings and recommended books.  

3. Establishing an effective team of national representatives (in 
future from each EU country) growing step by step into more 
countries of Europe.  

EuroSPI established a an experience library (library.eurospi.net) which will be continuously 
extended over the next years and will be made available to all attendees. EuroSPI also estab-
lished an umbrella initiative for establishing a European Quality Network in which different 
SPINs and national initiatives might join mutually beneficial collaborations. Thus I expect for 
2005 that through EuroSPI partners and networks, in collaboration with ISQI (International 
Software Quality Institute) a number of IT professions can be trained and officially certified 
(e.g. Certified ISQI project manager, certified ISQI software architect, etc.). Also I expect that 
EuroSPI partners will closely collaborate to form a group of national institutions in Europe 
representing accredited ISO 15504 training and certification institutions. And EuroSPI 2005 
will re-use the successful structure of EuroSPI 2004 and offer a 4 stream conference with a 
mixture of research and industry presentations, with research and industry proceedings. 
Finally, keep in mind what companies stated about EuroSPI :” ... the biggest value of EuroSPI 
lies in its function as a European knowledge and experience exchange mechanism”. 

Welcome to Trondheim and NTNU by Our Major Supporter  

 

Tor Stalhane 

PC Member 

It is a great pleasure to welcome you all to EuroSPI 2004 here in 
Trondheim, the home of the Norwegian University of Science and 
Technology - NTNU. The EuroSPI conference, with its combined 
focus on academic theory and industrial practice, goes well together 
with the goal of our university - to produce people with a solid aca-
demic background, dedicated to solve practical problems for the 
industry.  
As one of the main sponsors of this year’s EuroSPI conference, we 
feel sure that the event’s presentations with a mixture of industrial 
and academic papers will create interesting discussion and new 
insights that you can take with you to improve your organisation or 
use as a starting point for new research.  
Last but certainly not least: even if it is pretty dark outside most of 
the time now in November and you have a lot of important SPI re-
lated things to do, you should still take some time off to sample the 
life of Trondheim - the capital of Trønderlag. It is definitively worth a 
visit.  
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Welcome Address by the EuroSPI Industrial Programme Chairs  

 

Jorn Johansen 

 

Mads Christiansen 

It is a great pleasure to welcome you the first Industrial Track of 
EuroSPI. The EuroSPI 2004 has been redesigned compared to the 
previous EuroSPI conferences with one of the major differences 
beeing the division into two tracks: one for research and one for 
industrial experiences. We note with pleasure the extensive contri-
bution to the Industrial Track as we have been able to accepted 32 
papers - a lot more, than we hoped for from the start.  
 

As consultants in software engineering, DELTA has made more 
than 70 BOOTSTRAP asssessments (mostly in Denmark but also 
in e.g. Poland, USA and Germany) and we are now also introdicing 
CMMI to assist our customers to focus on improving their most 
critical processes. We can see a pattern that matches many of the 
papers in this proceeding i.e. we do find common problems and 
solutions. This is important and it is vital that the software commu-
nity share their experiences to inspire and to improve our SPI ef-
forts. 

Welcome to Trondheim and SINTEF by the EuroSPI Local Chair  

 

Nils Brede Moe 

Local Chair 

As head of the local Chair of EuroSPI'04, it is a great pleasure to 
welcome you to Trondheim and SINTEF. The SINTEF Group is the 
largest independent research organisation in Scandinavia. We gen-
erate new knowledge and solutions for our customers, based on 
research and development in technology, the natural sciences, 
medicine and the social sciences. The EuroSPI conference with its 
combined focus on research and industrial practice goes well with 
our wish to contribute to the creation of value and to a society in 
healthy sustainable development. The conference will cover all the 
nice and important topics in SPI from Process Improvement Meth-
odologies and Technologies, Business Strategies, Human Factors, 
Knowledge, and Innovation. Hopefully you will get new insight and 
share some experiences with others. I hope you will have some 
time to experience both the charm and intimacy of the small town 
and the plethora of choices of big-city life in Trondheim. You will 
find the people of Trondheim friendly and sociable. Trondheim is a 
very hospitable city, with its doors open wide to the world.  
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Project manager’s guide  
to the Galaxy 

The ultimate tool for running  
software development projects? 

 
Nils Jakob Villmones, Kongsberg Spacetec 

nils@spacetec.no
 

Abstract 
 
Project management is a crucial part of software development, and in order to improve soft-
ware development, software project management needs to be improved as well. To create a 
computer/intranet based tool for this, one need to have a vision of better overview, simpler 
planning, follow-up and reporting to management as objectives for the project manager. 
 
Kongsberg Spacetec has developed a Project Web, which is based on an underlying Proc-
ess Guide, describing all relevant processes for software development and other project 
types in the company. This presentation outlines how the project manager can use the Pro-
ject Web as a tool to accomplish, not all, but most of his/her tasks running a project. The re-
quirements a project manager has to put to such a tool are briefly covered. 
 
The article also gives some statistics on how much the Project Web has been used since 
introduction in August 2003 and trends in use, off-springs like the Maintenance Project Web 
and the Proposal Web which are connected to the Project Web in a time dependent manner. 
Also, productivity figures for company project management efficiency will be displayed. 
 
The plans for further development of the Project Web will be outlined – what does it lack, 
what needs to be improved? 
 
The author’s view is that this tool is the ultimate help a project manager may wish to have to 
do his/her job thus defending the title – “Project Manager’s Guide to the Galaxy.” 

1 Background 

1.1 The company 

Kongsberg Spacetec AS of Norway is one of the leading producers of receiving stations for 
data from meteorological and Earth observation satellites (optical and SAR). Since Kongs-
berg Spacetec was founded in 1984 its products, including the MEOS™ (Multi-mission Earth 
Observation System), has been delivered to a number of clients around the world. Our export 
share is currently 85%. 

Our speciality is operational systems for remote sensing, and associated services. Kongs-
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berg Spacetec has expertise in electronics-, software development and applications. Cur-
rently Kongsberg Spacetec has 60 employees, 80 % of the staff has master degree in phys-
ics or computer science. 

1.2 From engineering to product development 

From the start in 1984 the main tasks of the company was engineering trough customer spe-
cific projects. More specifically the main customer was ESA. The methodology and the proc-
esses was instructed and supervised by the customer. Kongsberg Spacetec adapted and 
followed the ESA PSS-05 engineering standards for all projects even when the customer did 
not have any requirements. 

During the 1990s the market situation changed for Kongsberg Spacetec. A new kind of cus-
tomers became increasingly important. The new kind of customer was not interested in how 
the product was developed or how we performed quality assurance. Instead of providing de-
tailed requirements specifications they expected off-the-shelf products that could be deliv-
ered on a short notice. These customers were not interested in buying a unique product, on 
the contrary they preferred products that had a history and a widespread use. In return for 
lack of uniqueness the customer demanded a much lower price, it became impossible to 
demand enough for a product to cover the complete development costs. 

The obvious consequence for the company was that it became necessary to develop generic 
products through internally financed and managed projects. 

2 Introduction: A tool for better Project Management 

Project management is a crucial part of software development, and in order to im-
prove software development, software project management needs to be improved as 
well. To create a computer/intranet based tool for this, one need to have a vision of  
• better overview 
• simpler planning 
• tighter follow-up  
• easier reporting to management  
as objectives for the project manager. 
 
Project Web 
 
Kongsberg Spacetec has developed a Project Web, which is based on an underlying Proc-
ess Guide, describing all relevant processes for software development and other project 
types in the company. This presentation outlines how the project manager can use the Pro-
ject Web as a tool to accomplish, not all, but most of his/her tasks running a project. The re-
quirements a project manager has to put to such a tool are shortly covered. 
 
To aid the project manager in establishing and planning his/her project, a Blast-Off process 
divided into sub processes like preliminary Handover ending with Kick-Off has been defined 
to aid the project manager in establishing and planning his/her project. This concerns the 
establishment of a Work Breakdown structure, how to estimate work packages, use case 
analysis, definition of schedule, tailored phase related check lists, milestones, resource plan-
ning, organisation and composition of the project team including the different roles to fill. Risk 
analysis is supported and later maintained through status and progress reporting. The project 
is divided into phases that can be made iterative, and each phase has its process description 
which is instantiated in the Project Web; e.g. phases for specification, design, testing, system 
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realisation, delivery/installation and project termination with optional post mortem analysis at 
the end. Email registry for the project is linked into the Project Web. 
 
Of phase independent processes, progress reporting is streamlined as long as possible with 
all relevant information available and auto generated, like remaining work estimates, re-
source allocation changes, payment plan, cost budget, deliverables status and graphs for 
man hours budgeted and used, prognosis for future work and process progress planned and 
actual by the checklists that have to be checked out for each sub process. Special Alert 
Status exists for technical problems. Progress may be reported at any time, not rigorously 
periodically, but may be each week, each third month or even every day if so needed.  
The Project Web has full communication with the company time accounting system providing 
updated man-hours recorded at any time, and interacts with the purchasing database and 
invoicing archive.  
 
Project meetings are supported with Minutes of meetings template and actions lists con-
nected, and requirements management and economy/budget insight are provided. Mile-
stones planning and follow-up are included.  
Several attached databases service the project, like Product database, Delivery database 
and Requirements database for tracing requirements through project lifetime. A special data-
base for bug reporting is available for use in the acceptance testing and (later) warranty 
stages. 
 
The project web shows project status at any time concerning milestone and overall progress; 
reporting status and economy figures, risks and actions statuses. Colours are used to flag 
deviations like red for alerts, delay and alarming conditions, yellow for concern and warning 
and green for status as planned. Also there are hyperlinks to all relevant documents like Pro-
posal, Contract, Architectural Design, and test documents. Templates to all necessary 
documents are provided for use. 
 
The Project web gives total visibility of the project including e.g. detailed economy figures to 
all project members, but also to middle and upper management and all interested employ-
ees. This is a deliberate strategy for total openness to provide full information to anyone con-
cerned. 

 
 

<Figure 1> Project Web front page 
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3 Starting up the project: The Blast-Off process 

 
To aid the project manager in establishing and planning his/her project, a Blast-Off process, 
divided into sub processes, like preliminary Handover, ending with Kick-Off have been de-
fined to aid the project manager in establishing and planning his/her project.  
 

<Figure 2> BlastOff process 

3.1 Planning the project 

3.1.1 Work Breakdown Structure 
A Work Package standard is the default Work Breakdown Structure, containing general work 
packages for project management, configuration control and quality assurance, but also de-
velopment specific, like Requirements Analysis, Architectural Design and Code and Unit 
Testing. 
 
The project manager edits the WBS to satisfy his needs for his projects, decides dates for 
start and finish (duration) of all individual work packages and may estimate work effort in 
man-hours (if so not already done). 
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<Figure 3> Work Breakdown Structure 

3.1.2 Use case analysis 
A use case analysis is carried out to demonstrate the project manager’s understanding of the 
project objectives. To accomplish this, a simple tool is provided for describing the Use Case 
together with a diagram showing the UC and the actors (Figure 4). 
 

<Figure 4> Use Case Analysis support 
 

3.1.3 Schedule and milestones 
 
In connection with work planning, the schedule of the project containing the different phases 
with definition of milestones must be done. These milestone dates are later used by the Pro-
ject Web to automatically signalise delay in project progress when over due and not reached. 
 

3.1.4 Process checklists 
 
Each process description is set up with default checklists for process, project manager and Technical 
QA. The project manager must edit the checklists to suit the project’s needs. 
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<Figure 5> Check list (BlastOff process) 

3.1.5 Resource planning 
In connection with the work packages, the project manager must decide what competence 
requirements each work package has, and make a resource plan for the whole project period 
for the needed manpower to do the work.  
 
This resource plan is submitted via the BlastOff process to the resource allocation function 
(headed by the Director Projects) for decision on resource allocation 
 
If later in the process lifetime changed, the resource needs for the remaining are received by 
the resource allocation process, which consults the Resource Database. 

P ro je c t
P ro g re s s

R e p o rt

R e s o u rc e  n e e d s

P a y m e n t P la n

S ta tu s
D e liv e ra b le s

R e s o u rc e
a llo c a tio n

R e s o u rc e
D a ta b a s e

R is k  S ta tu s

R e s o u rc e s
a llo c a te d

 
<Figure 6> Resource allocation process 

 
A decision is taken whether to either hand over the requested manpower or to deny or delay 
such allocation. 

3.1.6 Organisation of the project 
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The project manager must decide the organisation of the project and obtain an optimal com-
position of the team with roles and responsibilities necessary to reach the objectives. 
 

3.2 Risk analysis 

Risk analysis is supported and later maintained through status and progress reporting.  
 
Risk Management may be divided into five main activities:  
1. Identification of risk 
2. Analysis of  identifies risks (probability, seriousness, consequences) 
3. Establish contingency plans 
4. Preparations 
5. Monitoring of identified risks  
 
The tool will bring out a risk table: 

 
<Figure 7> Risk analysis tool 

 
During project lifetime, the project manager may message changes of risks on the Project 
Web in a dedicated column for this, thereby alerting upper management if needed. 

3.3 Phase orientation 

The project is divided into phases that can be made iterative, and each phase has its process 
description, which is instantiated in the Project Web; e.g. phases for software 
• specification 
• design 
• testing 
• system realisation 
• delivery / installation 
• project termination with optional post mortem analysis at the end.  
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<Figure 8> Phase process diagram 
 

Email registry for the project is linked into the Project Web. 
 
Checklists have to be checked out for each sub process divided into one for Project Man-
ager, one for Project Team and on for Technical Quality Assurance – a role assigned to one 
individual partly independent of the project management. 
The checklists may be edited in several ways. E.g. if a phase is run in several iterations, 
checklists may be duplicated so that each iteration has independent checklist. 

4 Running the project 

4.1 Phase Independent Processes 

4.1.1 Progress Reporting 
Of phase independent processes, progress reporting is streamlined as much as possible with 
all relevant information available and auto generated, like  
• remaining work estimates 
• resource allocation changes 
• payment plan, cost budget 
• deliverables status 
• graphs for man hours budgeted and used 
• prognosis for future work 
• process progress planned and actual  
 
Special Alert Status exists for technical problems. Progress may be reported at any time, not 
rigorously periodically, but may be each week, each third month or even every day if so 
needed.  
 
The Project Web has full communication with the company time accounting system providing 
updated man-hours recorded at any time, and interacts with the purchasing database, invoic-
ing records and contracts archive. 
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<Figure 9. > Project progress reporting interacting checklist 

 

4.1.2 Project meeting support 
 
Project meetings are supported with Minutes of meetings template and actions lists con-
nected, and requirements management and economy/budget insight are provided. Mile-
stones planning and follow-up are included.  
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4.1.3 Supporting databases 
 
Several attached databases service the project, like  
• Product database 
• Delivery database 
• Requirements database for tracing requirements through project lifetime.  
A special database for bug reporting is available for use in the acceptance testing and (later) 
warranty stages. 

PROJECT
WEB

Product
DB

Delivery
DB

Bug
DB

P R O C E S S   DESCRIPTIONS

Document
DB Company

Accounting
System

Purchasing
DB

Invoices
DB

Contracts
Archive

 
<Figure 10> Project Web access to relevant databases 

 

4.2 Status visibility 

The project web shows project status at any time concerning  
• milestone and overall progress 
• reporting status and economy figures 
• risks  
• actions statuses 
 
Colours are used to flag deviations like red for alerts, delay and alarming conditions, yellow 
for concern and warning and green for status as planned.  
 
Hyperlinks are defined to all relevant documents like  
• Proposal 
• Contract 
• Architectural Design 
• and test documents.  
 
Templates to all necessary documents are provided for use. 
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4.2.1 Management view 
The Project web gives total visibility of the project including e.g. detailed economy figures to 
all project members, but also to middle and upper management and all interested employ-
ees. This is a deliberate strategy for total openness to provide full information to anyone con-
cerned. 
 
In addition to the numerical and textual information in the Project Web, also graphs being 
automatically updated in time exist for monitoring project progress and efficiency. 
 
The following figure shows graphs for: 
• Budgeted man hours 
• Actual man hours 
• Prognoses for completion figures 
• Estimated end date 
• Budgeted cost 
• Process progress based on fulfilled check lists 
 

 
<Figure 11> Status on resource usage. 
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5 Statistics  

5.1 Usage by project managers and developers 

 
The diagram shows how much the Project Web has been used since introduction in August 
2003 (one year) measured by number of web page hits per working day,  
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<Figure 12> P-web - # of web page hits per working day 
 

5.2 Productivity 

Productivity figures for company project efficiency is shown in next diagram, displaying pro-
ject profit development after introducing P-web (counting only closed (terminated) projects. 
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Project profit after Project Web introduction
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           <Figure 13> Project profit development after introducing P-web 
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Abstract 

This paper discusses success criteria of distributed multinational EU projects based on trials 
performed at 59 organisations in 13 countries in the EU IST-2000-28162 project TEAMWORK. 
In this project the typical working processes, the teamwork structures in multinational distrib-
uted EU projects have been analysed and configured into e-working spaces. These e-working 
spaces were then used in the trials. 

The experiences (extracted success criteria) from these trials are leveraged in the design of 
an EU project manager skill card being developed in the framework of the EU Leonardo da 
Vinci project ManagEUr (2003 – 2006). This skill card is currently being configured into a skills 
portal and allows managers to browse the required skills, to do self assessment, and to re-
ceive guidance. It is a distinctive feature of ManagEUr that it puts equal emphasis on technol-
ogy, content and human factors necessary for successful application. 

The paper promotes to use these success criteria in largely distributed projects to improve the 
project management, performance, and team motivation . 

Keywords 

Project Management, Success Criteria, Human Factors 

1 Introduction and Needs 

ManagEUr (European Project Manager) is a pilot project which is funded by the EU Leonardo da Vinci 
Programme under contract number HU/B/03/F/PP-170028. 

ManagEUr addresses needs originating in two current developments.  

One is the accession of new countries to the European Union. These countries have already been 
partners in many EU programmes for a couple of years. According to the experiences however, their 
participation was limited. When organisations from these countries did participate, while their role was 
often significant from the content point of view, it was marginal as far as the management of the pro-
jects was concerned.  

The second one is the use of outsourcing partnerships and supply chains in the industry which often 
lead to multinational distributed development teams. Exactly teh same situation happens in distributed 
EU funded projects. 
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The major question is therefore in which areas we need to improve traditional project management (as 
additional success criteria added to the known ones from e.g. the PMBOK – Project Management 
Body of Knowledge) to be successful in such a multinational, distributed management situation. 

2 Leveraging Results of Earlier Projects 

2.1 Focussing on networking and team-working processes 

A study in 1998 (EU Leonardo da Vinci Project BESTREGIT – Best Regional Innovation Transfer, 
1996 – 1999) analysed how successful innovative organisations involved in EU projects operate and 
compared 200 organisations in Europe ([1], [6],[7]).  The study outlined that innovative organisations 

• invest time and money into the understanding of the fundamentals of the forces of change, 

• understand the different cultures through personal contacts using networking at a personal level, 

• study trends and they are always up-to-date, 

• concentrate their energy in areas where they excel or where no one else can operate, 

• outsource all other non-core activities, 

• are practical users of information technologies and have information technology strategies in 
place. 

Quality Manager 
& Technical

Director

Deliverable x 
Leader2. Review Report

Deliverable x
Team

Project
Director

1. Sub-deliverable Dxi

Project
Officer

6. Deliverable Dx Accepted

7. Submission Note Dx
(Summary note with deliverable link)

3. Deliverable Dx Draft

4. Review Report Dx

5. Deliverable Dx Reviewed
(rr.doc)

(rr.doc)

(deliverable.doc)

(subnote.doc)  
Figure 1: Example BESTREGIT Result – Deliverable Production and Review Team Scenario  

Therefore the BESTREGIT project developed a learning organisation model in which a traditional or-
ganisation step by step transforms into a dynamic , goal oriented, and interdisciplinary teamwork (hu-
man skill based) smart organisation.  

2.2 Focussing on e-working and smart organisations 

Another result from the 1998 study was that innovative organisations understand the different cultures 
through personal contacts using networking at a personal level, and are practical users of information 
technologies and have information technology strategies in place . 
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Figure 2: TAMWORK Concept – Generating E-Working Environments 

 

 Figure 3: Example TEAMWORK Result – Deliverable Linked With Sub-Deliverables 

Therefore from 2001 onwards a partnership from 7 EU countries received funding to establish, test, 
and refine a generic and configurable working platform for implementing BESTREGIT scenarios . It 
was a distinctive feature of that project that social experts were involved to analyse social teamwork-
ing behaviour and success criteria.  

Applying these best practices ManagEUr  supports the following concepts: 

Scenario Thinking.  Problems are solved in a team. Team members play defined roles in which they 
produce and submit materials to other roles. People are assigned to roles. A set of roles and results 
focused towards a specific objective is grouped into a team-working scenario. 

Role Thinking.  One person can play many roles just as many persons might be assigned to the 
same role. Roles determine ownership of materials and people identify with the processes underlying 
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the team-working scenario through roles. 

Project Types / Work Spaces.  A demo system which allows for the use of a wizard to configure the 
structure of workspaces, which we also call project types. Each project type involves a set of team-
working scenarios with predefined documentation structures, roles, and flows. 

Wizard. The configuration wizard allows for the creation of new project types, structures and minutes 
and for the restructuring of operational e-working services according to needs. 

Version Management. All materials published and submitted by the roles fall under version control 
with defined check in and check out processes, and a version history.  

Group Management. Project workspaces based on project type structures are created using an ad-
ministrator menu. This includes the establishment of a group with user accounts, which are then as-
signed to roles within the defined project type environment. 

Privacy. Created project work spaces are only accessible by the team members who belong to the 
groups assigned to the projects. 

Knowledge Retrieval. The server includes a search and query service, which is also able to search in 
binary files. Results are presented in a search engine like style with specific content recommenda-
tions. 

Forward Trace-ability. The configuration wizard allows for definition of relationships between different 
types of documents. With the creation of a document, the documents and reports can automatically be 
linked forward and backward. The need for this feature came from engineering disciplines. 

Discussion Forum. Each created project workspace automatically contains a discussion forum. In 
this forum different topics can be created, discussion topics linked, and files exchanged. It is intended 
for more informal communication. 

Submission / Notification Management. Submission lists are configured per type of document and 
in the form of roles. Once the submission takes place, the system extracts the users who match the 
roles and submits a standard notification to the recipients. 

Re-Use Pool. The system has already been configured with ISO 9001:2000, ESA ECSS and ESA PS 
005 standards, EU project management, EU proposal writing, Software Development, etc. Once a 
project type has been configured, projects of that type can be created by just a click. 

2.3 Focussing on social criteria 

The TEAMWORK platform was tested with teams from 59 organisations in 13 countries of Europe. 
The working behaviour of the users (team-working and team-learning members of the networked plat-
form) has been analysed and a study with key success factors for social team-learning and team-
working has been produced as a project deliverable. There were 42 different projects running through 
the system using the defined environment and being managed by a virtual team leader. The team size 
of the projects varied from 13 down to 2 different organisations. 

The trials (2002 – 2003) included the configuration of the TEAMWORK platform for  

• EU proposal writing and EU project management, and involved IST NCPs (National IST Contact 
Points) from Hungary, Austria , and Ireland.  

• Contact Points and consulting units for the EU Leonardo da Vinci Programme  from Spain, Aus-
tria, Hungary, Ireland, Slovenia,  

• as well as national innovation funding programme units from Ireland and Austria. 

Questionnaires and interviews have been used by a social team to receive feedback about the system 
usage and user opinions. This led to a social guidebook with typical (using statistical significance 
analysis) situations, findings and recommendations. Two types of findings could be differentiated: 
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• Social team factors influenced by the organisational style patterns 

• Social team factors influenced by the management style patterns 

• Social team factors influenced by the cultural patterns 

The analysis was based on the PATTERNS approach. "Patterns and Pattern Languages are ways to 
describe best practices, good designs, and capture experience in a way that it is possible for others to 
reuse this experience." ([5], Patterns Homepage, http://hillside.net/patterns/).  

A list of (social) success criteria and guidance about how to manage this has been elaborated (and will 
be part of the course programme).  

3 Content Provided by ManagEUr 

In the project ManagEUr we use all this previously gathered know how and 

• Defined a skills card for EU project managers,  

• Offers online browsing and self assessment of skills (based on results from CREDIT MM 1032 
project , 1998 – 2001). 

• Established a demo best practice e-working system to manage distributed multinational EU pro-
jects (based on TEAMWORK) 

• Developed a course programm for the required skills of EU project managers. 

The job role of an EU Project Manager (see Figure 5) therefore is able to apply team scenario think-
ing, to use e-working systems based control of team scenarios, to enforce version and submission 
control in the team, manage conflict situations with extensive knowledge about human factors and 
social team criteria, etc. For structuring a skills set the EU leonardo da Vinci project ManagEUr fol-
lowed the EU standards for skills cards [3]. 

The CREDIT project (MM 1032 multimedia project, 1998 – 2001) and its exploitation in a Capability 
Adviser (http://www.iscn.com/projects/piconew_skill_cards/index.html)  platform system offers (see 
Figure 6) online access for browsing skill cards, performing self assessment online, collecting evi-
dences, and receiving a formal assessment of the evidences online, as well as accessing reference 
materials and generating learning portfolios/plans. (see Figure 6) 
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Figure 5: Skills Card of an EU Project Manager Job Role 

 
Figure 6 : Skills assessment and learning  guidance process  model 
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Abstract 

The focus of this paper is to outline the practical experiences and the lessons learned derived 
from the assessment of the requirements management process in two industrial case studies. 
Furthermore this paper explains the main structure of an alternative assessment approach that 
has been used in the appraisal of the two case studies. The assessment approach helped us to 
know the current state of the organizational requirement management process. We have to point 
out that these practical experiences and the lessons learned can be helpful to reduce risks and 
costs of the on-site assessment process. 

Keywords 

Capability maturity model, CMMI, requirement management, SCAMPI, software process assess-
ment, software process improvement 
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1 Introduction 

The main objective of this paper is to present the practical experiences and the lessons learned derived 
from the assessment of the requirements management process in two industrial case studies using the 
Capability Maturity Model Integration (CMMI) [1, 2] as a reference model. However, in order to under-
stand the problem, the objectives, and the alternative assessment approach structure, this paper is di-
vided into five main sections.  

Section 1 presents a quick view of ISPI’s software process improvement model [3], and a quick view of 
the requirements management process. Section 2 presents the problematic of in the use of SCAMPI [4] 
and describes the structure of an alternative assessment approach. Section 3 present the data analysis of 
the two industrial case studies. Section 4 present the practical experiences and the lessons learned de-
rived from the assessment of the requirement management process. Section 5 presents the paper con-
clusions. 

1.1 Software Process Improvement Models 

During the last few years, several Software Process Improvement (SPI) models have been developed to 
increase the quality and productivity of software. Models like IDEAL [5] or ISO/IEC TR 15504-7 [6] have 
been useful to initiate a software process improvement effort in many organizations. However, such mod-
els are expensive and time consuming, and hence small organizations find some difficulties to perform 
them. 

To solve the inconveniencies associated with the high cost and time consuming the Institute for Software 
Process Improvement (ISPI) developed a new simplified SPI model. It takes the advantages of IDEAL 
and ISO but reduces the number of stages at only four [3].  

Stage 1: Commitment to improvement, its objective is to obtain senior management commitment to carry 
out the improvement project. Stage 2: Software process assessment, its objective is to obtain strengths 
and weaknesses of the process with respect to a software process model. Stage 3: Infrastructure and 
action a plan, it has two objectives, the first is to provide the necessary infrastructure for the improvement 
project, and the second is to design the improvement action plans. Stage 4: SPI Implementation, its ob-
jective is to implement and institutionalize the software process improvements. 

A group of professors from three Spanish universities: Polytechnic of Madrid (UPM), Carlos III (UC3M) 
and Open University (UNED) has been using ISPI’s model since 1994 with good results [7]. The main 
objective of the group is promoting SPI initiatives among Spanish organizations. Consequently, the pro-
fessor’s group is still using the ISPI’s model and has enhanced it with their projects experiences. 

1.2 Requirements Management Process 

The requirements are the foundation, upon which the software process is built, and the Requirements 
Management (RM) process emerges as a systematic approach to find, document, organize, and track all 
system's requirements during the life cycle. But unclear requirements and the inability to manage re-
quirements change are the cause of the most part of delays on the software development  
process [8].  

According to a SEI’s Study [9], the top two out of ten factors that contribute to the failure of system devel-
opment projects are requirements problems. These problems are mainly associated with an inadequate 
requirements specification and/or an insufficient requirements change management. Also the Standish 
Group's CHAOS report [10] found that the major factors that cause software projects to fail are: lack of 
user input, incomplete requirements specifications, and changing requirement specifications. 
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Therefore, RM process is considered the cornerstone of the software lifecycle and CMMI identifies the 
enormous importance of the RM, granting the category of “Process Area” and placing it in the CMMI, 
staged representation, maturity level two [2]. According to the CMMI, the Requirements Management 
major aim is establishing an agreement between the customer and the software team on the meaning of 
the requirements [1, 2]. 

2 Assessment Method 

2.1 SCAMPI 

The Software Engineering Institute (SEI) establishes that one of the first steps of a SPI project is to un-
derstand the current state of the process [5]. Therefore the SEI developed SCAMPI [4] as the assess-
ment method to know the current state of the organizations software process using the CMMI as refer-
ence model. 

SCAMPI describes the activities to assess the software process, however, it is an expensive method be-
cause consumes a lot of resources like: team size, training and cost (time and money). In some organiza-
tions the SCAMPI assessment cost could be too high from 40,000 to 100,000 USD [11]. The cost and 
effort of a SCAMPI assessment might be too big particularly in small organizations. 

2.2 Alternative Assessment Approach 

To determine the perform level of the requirements management process, we use the ISPI’s model and 
develop an alternative assessment approach. This approach is based on the use of a questionnaire for 
data collection and the subsequent data analysis. The questionnaire is based on the two types of prac-
tices of the requirements management process area (REQM) described in the  
CMMI [1, 2] and it is divided into two sections: The first one is related to the specific practices and de-
scribes the series of steps that have to be followed to perform the process. The second one is related to 
the generic practices and describes the series of steps that have to be followed to institutionalize the pro-
cess. 

The questionnaire contains closed questions with five possible answers to know the extent to which prac-
tice is performed. The answer options and the numeric value to calculate the arithmetic mean are: almost 
always (1), more often (0.75), sometimes (0.5), rarely if ever (0.25), and never (0) (Figure 1). 

between: 
and: 

(Pl <= 100) 
(Pl > 75) 

(Pl <= 75) 
(Pl  > 50) 

(Pl <= 50) 
(Pl > 25) 

(Pl <= 25) 
(Pl > 0) Pl = 0 

Documented Almost always More often Sometimes Rarely if ever Never 

Not documented  More often Sometimes Sometimes Rarely if ever Never 

Figure 1. Answer option perform level (Pl) 

 

For realizing the data analysis, the arithmetic mean (Σ) is calculated with all valid answers for each ques-
tion (practice or subpractice). Subsequently, those practices which arithmetic mean is smaller than 75% 
are considered as candidates for improving (weakness), but only, if the standard deviation is smaller or 
equal to one. On the other hand, those practices which arithmetic mean is greater or equal to 75% could 
be consider process strengths, but only, if the standard deviation is smaller or equal to one. So, if the 
standard deviation is greater than one, there are strong discrepancies between the answers. Therefore, it 
is necessary to analyze the answer-question in more detail with the use of interview techniques. (Figure 
2). 
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 standard deviation <= 1 standard deviation > 1 

Σ >= 75% STRENGTH INTERVIEWS 

Σ < 75% WEAKNESS INTERVIEWS 

Figure 2. Data analysis table to establish practice perform level 

This assessment approach may be helpful to obtain information that reduce risks and costs of the on-site 
assessment process and to classify practices in those that are performed but not documented, those that 
require prioritizing and those that are not implemented. 

3 Case Studies 

The assessment approach proposed in this paper was used in the assessment of the requirements man-
agement process of two industrial case studies with the purpose of validating it. 

We have to point out that firstly is very important to obtain senior management commitment with regard to 
people, time and other resources needed for the software process improvement project. Senior manage-
ment commitment must be embedded in all decisions to be made throughout the improvement project, 
and these decisions must be communicated to all involved people. 

3.1 Data Analysis 

3.1.1 Specific Practices 

The first section of the assessment analysis focuses on determining the current state of the activities of 
the RM process using as reference the five specific practices of REQM. The analysis of the values ob-
tained from the answers of two case studies found that none of the five Specific Practices (SP) achieves 
the minimal performance level (75%) to be considered as process strengths. However, there are three 
practices in the case study 1 and two in the case study 2 between 50% and 75% of performance level. 
This suggests that the improvement effort must be focus on documenting the process. On the other hand, 
the values obtained for the remaining practices were under 50%. This suggests that for these practices it 
is necessary a greater improvement effort (Figure 3). 

Rarely if ever            Sometimes              More often                Almost Always
0% 25% 50% 75% 100%

SP1

SP2

SP3

SP4

SP5

Case Study 1

Rarely if ever            Sometimes              More often                Almost Always
0% 25% 50% 75% 100%

SP1.1

SP1.2

SP1.3

SP1.4

SP1.5

Case Study 2  
Figure 3. Requirements Management specific practices perform level 

3.1.2 Generic Practices 

The second section of the assessment analysis focuses on determining those practices related to the 
process institutionalization. These are labeled Generic Practices (GP) by the CMMI because are used in 
all process areas. The analysis of the obtained values from the answers of two case studies found that 
none of the ten GP achieves the minimal performance level (75%) to be considered as an institutionalized 
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process. This observation was expected since none SP was rated equal to 75% of perform level. None-
theless, there is one practice in case study 1 between 50% and 75% performance level. This suggests 
that the improvement effort for this practice must be focus on documenting the process. On the other 
hand, three practices in the case study1 and two in the case study 2 are fewer than 25% of performance. 
This suggests that these practices are poorly performed and require a great effort to implement them 
(Figure 4). 
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0% 25% 50% 75% 100%
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Case Study 1
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0% 25% 50% 75% 100%
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GP4
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GP6
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GP9

GP10

Case Study 2  
Figure 4. Requirements Management generic practices perform level 

4 Practical experiences and lessons learned 

In this section, the lessons learned from the assessment of the requirements management process in two 
industrial case studies are presented. 

• In the two case studies we discover an initial resistance to change from almost all the affected peo-
ple. It is important to select people which are interested in the process improvement to decrease the 
change resistance. 

• It is essential to designate a project manager who will be in charge of the improvement project. 

• Senior management must give explicitly samples of commitment like attending the most important 
meetings, inform to all people involved in the project about the results of the assessment, inform to all 
organization’s personal about the improvement policy, etc. 

• The assessment has to be collaborative and it is necessary training the members of the organization 
that are going to participate in the assessment. 

• People who answer the questionnaire must have sufficient organizational and process knowledge. 

• Each question must be answered after each specific or generic practice is explained. 

• Answers to questionnaire will be focus on the way organization works and not on specific projects. 

• The application of the questionnaire to all the people involved in the process allows reducing the 
number of interviews. However, all the ambiguous issues from the questionnaire answers must be 
prepared in detail for the interview stage. 

• As a result of the assessment, a draft of the action plan is included, defining short-term priorities and 
activities to continue with the process improvement effort. 

5 Conclusions 

This work of investigation proposes an alternative approach to help in the assessment of the require-
ments management process, using a questionnaire and a simple method that allows obtaining results in a 
fast form. The results derived from their application of two case studies not only demonstrate the effec-
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tiveness of the approach, but also takes the assessment experiences to be considered in other similar 
projects. 

We have to point out that assessment does not in itself provide any improvement but it provides valuable 
information of the current state of the process and it lays the foundation for making the right choices 
about the changes you should make. 
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Abstract 
 

We present results from a study of SPI managers’ perception of the factors that motivate 
practitioners to support SPI. In this study we present SPI managers as change agents whose 
experiences and perceptions are critical to the success of SPI. We show that a majority of SPI 
managers generally have positive experiences of SPI. The most experienced managers tend to be 
most positive about SPI. We also show that a high number of SPI managers report optimistic 
expectations of SPI success. SPI managers are of the opinion that SPI does improve software 
quality. They are also of the opinion that SPI is cost beneficial. However, we report that SPI 
manager have the perception that senior managers are not supportive of SPI in their companies. 
Also, some SPI managers have the perception that developers are not enthusiastic about SPI. 
Overall, we report that SPI managers indicate that there is insufficient support for SPI in 
companies. We suggest that these findings make it important to establish, from software 
practitioners, what the factors are that can improve their support for SPI. 

 

1 Introduction 
 
SPI implementation requires competence in change management.  Paulk et al [1994a] and Curtis in 
(ESEPG 1999) suggest that companies that excel at SPI are those that are effective at change 
management, amongst other things. One of the critical success factors of change management is the 
vision and drive of change agents (McCalman and Paton 1992). If change agents are not committed to 
the programmes through a lack of vision or lack of motivation, then such programmes are bound to be 
less effective (McCalman and Paton 1992). Change agents can also be good indicators of how well 
programmes are doing in companies. 
 
SPI managers are change agents in SPI programmes (Moitra 1998). We suggest that as a result, it is 
possible to assess the state of SPI practice in companies by understanding the perception of SPI 
managers. No studies have actually examined SPI managers' perception of SPI. However, (Nicholson et 
al. 1995) and (Warden and Nicholson 1995) investigated the perception of quality improvement 
personnel. Findings from these previous studies suggest that the agents of change themselves are de-
motivated in their jobs. Nicholson and Warden suggest that such a finding presents a bleak prospect for 
quality improvement programmes in companies. 
 
We assert that important reasons for understanding  SPI managers' perception of SPI are to:  
 
- Check on the motivation and experiences of people running SPI in companies. 
- Provide a barometer for the state of SPI practice in companies. 

In this paper, we present a study of Software Process Improvement (SPI) managers’ perceptions of the 
factors that motivate software practitioners to support SPI. The study was conducted by surveying the 
experiences and opinions of eighty SPI managers from a wide range of UK companies. In this paper, 
we present the results of the survey in simple statistical analysis.  We aim to answer the following 
research question:   
 

What perceptions do SPI managers have of the factors that can motivate practitioners to 
support SPI? 

 
We address the research question by investigating SPI managers’ experiences and opinions of SPI. It 
also highlights the expectations that SPI managers have of SPI programmes. Overall, this study 
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provides a 'snapshot' of the issues that underpin software practitioners’ motivators and de-motivators 
for SPI in UK companies. 
 
This rest of this chapter is structured as follows: Section 2 presents the background and rationale for 
this study. Section 3 presents the study method, a profile of the sample of SPI managers and explains 
some of the organisation of the analysis. Section 4 presents analysis of survey data. Section 5 discusses 
the analyses. Section 6 summarises the results of this study and concludes this paper. 
 

2 Literature background  
 
The SPI literature reveals certain fundamental issues about SPI. To understand the state of SPI practice 
in companies through the perception of SPI managers, it is necessary to understand their perception on 
the fundamental issues. These fundamental issues, can be summarised into the inputs, implementors 
and outputs of SPI according to systems theory (Curtis 1989). The following is an overview of these 
issues. 
 
• Experiences of SPI 
 
Implementing quality programmes of any sort is about people (DeMarco and Lister 1987). 
Implementing SPI programmes, in particular, requires close attention to the experiences and 
expectations of the practitioners who manage and carry out the SPI practices. This research suggests 
that it is important to survey experiences of SPI managers to establish if it impacts on their opinions of 
SPI. Other studies have suggested that practitioner experiences forge attitudes and subsequent 
behaviour towards SPI (Humphrey 1998).  
 
• Expectations of SPI 
 
It can be argued that practitioners' expectations of SPI also contribute towards their perceptions of SPI. 
Practitioner expectations of SPI may be formed by several factors, but most importantly, experiences of 
SPI play a significant part in forming such expectations. Humphrey explains that practitioners tend to 
have negative expectations of an improvement programme if their experiences of that programme are 
also negative (Humphrey 1998). It is therefore useful in this research to understand the expectations of 
SPI managers for SPI to assess whether such expectations have been formed from their experiences.  
 
• Product quality improvement 
 
The fundamental ethos of SPI is improving software quality through focussing on development 
processes (Deming 1986; Humphrey 1989). This means that SPI success can be judged through the 
quality improvement achieved in the product. Although some recent empirical studies on the impact of 
SPI report substantial quality improvements, for example in (Ahuja 1999; Fitzgerald and O'Kane 1999; 
Krasner 1997; Paulk et al. 1994), o overwhelming body of evidence has yet been established to support 
this claim. SPI managers' perception of the impact of SPI on product improvement can offer some 
insight into the extent of product improvement. 
 
• Cost-effectiveness 
 
Crosby’s assertion that "quality is free" (Crosby 1979) has often been quoted by companies embarking 
on SPI programmes to justify the substantial start–up costs of such programmes. Indeed, high profile 
SPI success stories like Hughes Aircraft Company (Willis et al. 1998) and Raytheon (Haley 1996) 
report long term cost gains. Some companies have reported substantial increases in the Return On 
Investment (ROI) of between 5:1 to 9:1 (Krasner 1997). Overall, reports from companies practising SPI 
in the last ten years indicate long term sustainable cost benefits (Fox and Frakes 1997; Haley 1996; 
Herbsleb et al. 1994; Krasner 1999; Willis et al. 1998). 
 
However, in the UK there is a lack of independent evidence, anecdotal or otherwise, to either support 
or counter published accounts of the cost effectiveness of SPI as in, for example (Krasner 1997), where 
companies like Hewlett Packard report "savings of $20Million in one financial year alone due to 
inspections". SPI managers' perception can provide some evidence of cost benefits in UK companies. 
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• Senior management support 
 
Many case studies consider senior management support critical to the success of SPI programmes 
(Krasner 1999; Wilson, Hall, and Baddoo 2001). Telcordia's SPI success reports visible senior 
management support as critical to this success (Pitterman 2000). Laporte and Trudel [1998] suggest 
that by showing understanding and a full commitment to process issues, and displaying this through 
their day to day activities, senior managers are sending a 'positive' signal to middle and lower ranked 
practitioners about their commitment to SPI. Such a signal is instrumental in gaining the buy-in of 
other practitioner groups for SPI (Laporte and Trudel 1998).  
 
However, with the exception of the handful of successful case studies, there are few independent 
accounts reporting on the level of senior management support, generally, for SPI programmes. This 
research suggests that understanding SPI managers' perception on this issue can provide some 
indication of the level of senior management support for SPI in practice. 
 
• Developer buy-in 
 
Successful SPI accounts like (Goldenson and Herbsleb 1995; Herbsleb and Goldenson 1996; Krasner 
1997; Paulk et al. 1994; Paulk 1999; Paulk, Goldenson, and White 2000; Willis et al. 1998) suggest 
that to achieve high maturity in development processes, it is necessary to transfer ownership of such 
processes to the people who actually perform the functions. This indicates that it is vital to let the 
practitioners who conduct the improvement effort to have ownership of those processes. However 
practitioners must buy-in to SPI first before this stage can be reached. The successful case studies 
report that buy-in can be achieved through consultation with practitioners where their views are 
encouraged and incorporated into company-specific improvement initiatives. 
Understanding SPI managers' perceptions of developer buy-in in companies can provide a strong 
indication of the level of potential grassroots support for SPI in companies. 
 
• Implementation approaches 
 
Recent accounts of SPI programmes in companies question the merits of the classical management 
approaches to implementing SPI (Hammock 1999; Paulk 1999). In fact there are increasing calls to 
software engineering managers to move away from top-down and bottom-up approaches of 
implementing programmes to more adaptive forms of implementation. For example, inside-out or 
"growing programmes in situ" (Hovenden et al. 1996). There is also an increasingly popular assertion 
that whole improvement initiatives should be run from within, not fostered by external agencies 
(Krasner 1997). SPI managers' perception of the favoured implementation approaches can provide 
insight into how SPI is being implemented in practice. 
 
Overall, this study of SPI managers' perceptions provides insight to SPI practice in companies. In 
particular, it provides insight into how SPI is being supported in companies, and it helps contribute 
some assessment of the effectiveness of SPI uptake in a sample of UK companies.  
 
 3 Study Method 
 
In this study we used a questionnaire survey to collect both subjective data - SPI managers' perception 
of SPI in their companies - and objective data - demographic and background information about SPI 
managers.  
 
A sample of SPI managers was identified using public domain information about software development 
companies. This information included relevant mailing lists and conference attendance lists. 
Questionnaires were mailed to SPI managers at one thousand companies and two hundred replies were 
received of which eighty were fully completed questionnaires. A response rate of 20% is normally 
considered acceptable for a survey of this nature, however, considering many UK software companies 
have no formal SPI programme, a total response of two hundred questionnaires could, in this case, be 
considered very good. 
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Questionnaire responses were measured on a Likert scale (Likert 1932) of 1 to 5, where 1 indicates 
strong disagreement with a statement and 5 strong agreement. Appendix A presents a copy of the 
complete questionnaire. 
 
The following sub-sections discuss the profile of SPI managers in this study and explain the use of sub-
sample analysis to support findings. 

3.1  Respondent profile 
 
This section presents some demographic features of SPI managers who responded to this survey. 
 
• Job titles 
 
Table 1 shows that people who assume SPI management roles in companies have a variety of job titles. 
This is often because their SPI mandates happen to be additional responsibilities. So the other titles 
reflect other responsibilities. However, throughout this research, these people are referred to as SPI 
managers.  
 

Job title No. in sample % in sample 

Quality director/manager/co-ordinator 28 35 
Development director/manager/co-ordinator 12 15 
SPI managers 10 12.5 
Software manager/director 6 7.5 
Managing Director/General manager/Partner 6 7.5 
Project director/manager 4 5 
Senior staff/software engineer 4 5 
Technical manager/specialist 4 5 
Programme manager 2 2.5 
Other 4 5 
Total 80 100 

 
Table 1: People with SPI responsibility 

 
• Career history 
 
Figure 1 shows that more than half of respondents in this study have over fifteen years experience in 
the software industry. Figure 1 also shows that many have not been with their present companies for 
longer than five years. This suggests that most SPI managers are experienced computing professionals 
who have made the transition to SPI later in their career. The late up-take of SPI responsibilities could 
be attributed to the fact that the concept of SPI is a relatively recent phenomenon.  
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Figure 1: Distribution of years served in computing and present company 
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• Education. 
 
More than 80% of SPI managers have obtained at least Bachelors degree, but only 35% of these 
degrees are from computing disciplines. A majority of the remaining 65% had degrees from other 
science disciplines with engineering and the natural sciences being most predominant. This indicates 
that a high percentage of SPI managers in this study have a technical background, albeit not necessarily 
all in Computer Science. Our later studies show that some practitioner groups are de-motivated by 
managers who do not have a technical background.  
 
• Professional body membership 
 
Overall, 50% of respondents were affiliated to professional technical bodies. This research suggests 
that this may indicate that SPI managers' educational background may be technical too. 

3.2 Sub-Sampling 
 
One of the questions in this study asks SPI managers to rate their familiarity of SPI on a five-point 
scale.  We conduct further analysis of the opinions elicited in this study by separating the responses of 
practitioners who report that they are highly familiar with SPI from those who report a low familiarity. 
We have done this because we suggest that software practitioners’ familiarity with SPI qualifies their 
opinions on SPI, implying that respondents who are more familiar with SPI are likely to have more 
reliable opinions. Consequently, 62% of the sample in this study are familiar with SPI whilst 18% are 
less so, with the rest remaining neutral. 
 
Despite this breakdown, the perceptions presented in the results section are generally of the whole 
sample, because familiarity with SPI makes significant differences to only a few of the results reported. 
As a result sub-sample perceptions are only presented in cases where the difference between familiar 
and unfamiliar managers is significantly different.  
 
The three sets of opinion: from overall sample, ‘familiar managers’ and ‘unfamiliar managers’ are 
presented in a comparative table as Appendix B 

4 Analysing SPI managers' perceptions 
 
Analyses of SPI managers' perceptions are presented in terms of the inputs, implementors and outputs 
that are reported to  influence SPI success. 

4.1  Analysis of the inputs 
 
The following summarises responses to questions on the inputs of SPI.  
 
• Familiarity with SPI 
 
 “I am familiar with implementing Software Process Improvement initiatives” 

 
 
Figure 2 shows that the majority of managers with SPI responsibility are familiar with implementing 
SPI initiatives. 62% of respondents indicated either strong or very strong familiarity with implementing 
SPI programmes. However, 18% said they were not familiar with SPI. Closer analysis shows that these 
‘unfamiliar managers’ are not necessarily new to their positions. For example, some managers who 
report least SPI familiarity had spent between fifteen and twenty-seven years in their present jobs. 
Often these managers do not have official SPI job titles despite having responsibility for SPI. This may 
mean that they have recently been given SPI remits within an existing role. This may be related to other 
factors like the lack of senior management support that these managers also report. Indeed one 
respondent emphasised this by saying… 
 

"I have found that many SPI managers are "lumbered" with the 
position and are expected to cope rather than being given 
the support and resources to make it worthwhile" 
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B1: "I am familiar with implementing SPI initiatives"
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Figure 2: Familiarity with SPI 

 
• Experience of SPI 
 
“My experience of Software Process Improvement has been positive.” 
 
More than 65% of respondents reported positive experiences of SPI. Figure 3 shows that the percentage 
of negative experiences of SPI was negligible at 7%. Furthermore, 82% of managers who are familiar 
with SPI report positive experiences of SPI, whilst 14% of managers who are unfamiliar with SPI 
report negative experience of SPI. Overall, these results suggest that SPI managers' general experience 
of SPI is positive. 
 
However, a few managers who responded positively to also had issues to raise about SPI. For example, 
one manager said: 
 

"My experience of championing SPI has been mixed. Initially we had 
 an excellent SPI programme. However changes in the company  
have made implementing this far harder." 

 
B2: "My experience of SPI has been positive"
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Figure 3: Experiences of SPI 

 
• Difficulty of implementing SPI 
 
“Implementing an effective SPI programme is difficult” 
 
SPI managers generally agree that it is difficult to implement an effective SPI programme. Figure 4 
shows that only 8% of respondents disagree with this statement. Sub-sample analysis based on reported 
familiarity with SPI indicates that both familiar and unfamiliar managers agree that SPI programmes 
are difficult to implement, with 80% of familiar managers in agreement with the statement. This 
finding indicates that even though a strong majority of respondents have reported positive SPI 
experiences, they are still objective about how difficult it is to implement SPI and therefore have 
realistic expectations of SPI.  
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B9: "Implementing an effective SPI programme is difficult"
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Figure 4: The difficulty of implementing SPI 

 

4.2 Analysis of implementors  
 
The following is a summary of responses to questions on the implementors to SPI programmes. 
 
• Approaches for implementing SPI 
 
“Software Process Improvement should be implemented via a Top-Down approach.” 
 
Figures 5 and 6 show that SPI managers' perceptions of approaches to implementing SPI are varied. 
Less than 45% agree that SPI should be implemented by a top-down approach. The largest single 
percentage of responses, 30%, was neutral. Indicating that there is a sizeable proportion of SPI 
managers who are undecided as to whether top-down is the appropriate approach to implementing SPI 
or not. 
 
Further analysis of responses from managers familiar with SPI reveals varied opinions. 48% agree that 
SPI should be implemented top-down, 30% disagree and 22% remained neutral. Again, this implies 
that SPI managers’ opinions are not overwhelmingly strong as to whether SPI should be implemented 
top-down or not. 
“Software Process Improvement should be implemented via a Bottom-Up approach” 
 

B4: "SPI should be implemented via a Top Down approach"
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Figure 5: Top-down implementation of SPI 
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B5: "SPI should be implemented via a Bottom Up approach"
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Figure 6: Bottom-up implementation of SPI 

 
SPI managers are also undecided about bottom-up approaches to implementing SPI. Only 4% of 
respondents strongly agreed that such an approach should be used, with the single highest percentage, 
35%, remaining neutral. 
  
This result may reflect a problem with the way the statements were presented in the questionnaire. SPI 
managers may prefer a combined top-down/bottom-up approach to implementing SPI. In fact this is 
substantiated by annotations provided by some respondents: 
 

"I think you need to use both approaches". 
 
"It depends on the culture. No 'right' answer". 

 
• Management and grassroots support 
 
“Senior managers are very supportive of SPI.” 
 
SPI managers' perception is that senior management is not supportive of SPI. Figure 7 shows that less 
than 50% of respondents indicated that their senior managers were supportive of SPI.  
 
This finding is important as successful accounts of SPI suggest that senior management support and 
commitment for SPI is critical. 
 
This research suggests that senior management motivation for SPI may often be short term and profit 
motivated, whereas SPI managers may perceive SPI as long term investment. This potential conflict 
between these two perspectives may explain why most SPI managers in this study consider senior 
managers as not supportive of SPI.  
 

B7: "Senior management are very supportive of SPI"
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Figure 7: Senior management support of SPI 

 
“Software developers are enthusiastic about SPI” 
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Figure 8 shows that SPI managers’ perception of developers' support for SPI is weak. Less than 40% of 
respondents felt that grassroots practitioners were enthusiastic about SPI. One respondent added that 
developers were "sceptical if it means more work, but want to see improvement". 
 
This is another important finding in view of what the literature and published case studies advocate 
about grassroots support and buy-in for SPI. Our findings indicate problems with grassroots support for 
SPI in UK companies. 
 
We suggest that because senior management commitment and grassroots support for SPI are two 
critical factors for SPI success in companies, the above findings make it necessary to conduct more 
studies to establish why these two group of practitioners appear not to be supporting SPI. We suggest 
that these findings on senior management commitment and grassroots support are major justifications 
for further studies in this area.   
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Figure 8: Developers’ enthusiasm for SPI 

 

4.3 Analysis of SPI outputs  
 
The following are summary responses to questions on outputs of SPI. 
 
• Impact of SPI on software quality 
 
“Software Process Improvement is an effective approach to improving the quality of the software 
product.” 
 
Figure 9 shows that most SPI managers acknowledge that SPI is an effective approach to improving the 
quality of software. This is one of the strongest positive responses in the study. More than four out of 
five respondents say that SPI leads to better software quality. The proportion of negative responses is 
negligible and is not from the same respondents as reported negative experiences of SPI in question B2. 
This shows that even managers whose experience of SPI has not been positive, still believe that SPI can 
lead to better quality software. It suggests that the negative experiences reported in question B2 are not 
negative evaluations of SPI as such, but rather of particular implementations of SPI. It is also 
interesting because it supports the view that quality problems in software development can be solved 
by focusing on the processes (Humphrey 1989). 
 
Further analysis reveals that 90% of managers who reported familiarity with SPI agree that SPI leads to 
improved software quality, with a further 64% of unfamiliar managers also agreeing with the statement.  
 
Overall, this finding presents a strong indication of SPI managers' conviction about the effectiveness of 
SPI in improving software quality.  
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B3: "SPI improves software quality"
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Figure 9: Software quality and SPI 

 
 
• Cost/Benefits of SPI 
 
“In the long term, the cost of setting up an SPI programme is compensated for by the cost savings made 
elsewhere in the development process.” 
 
Figure 10 shows that 74% of SPI managers acknowledge that SPI has benefits that outweigh costs. 
Only 7% of respondents disagree with this.  
 
This is an important finding for two reasons. Firstly, because it supports what companies undertaking 
successful SPI programmes have been reporting over the years. In fact many successful companies 
report a healthy return on investment. Secondly, it is a view that reflects the general literature on cost 
effectiveness of SPI programmes. 
 

B6:" In the long term, SPI is cost beneficial"
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Figure 10: Cost benefits of SPI 

 

4.4  Process maturity 
 
Correlation analyses were conducted to establish whether the maturity of a company’s processes 
influenced the responses offered by its SPI managers. This analysis was carried out with fifty out of the 
eighty respondents because the other respondents declined to provide data on the maturity of their 
company's processes.   
 
No correlation coefficients were significant. This result indicates that SPI managers' responses to 
questions do not relate to the maturity of the processes in their companies. This may further suggest 
that the success or otherwise of SPI in individual companies has not biased the perceptions collected in 
this study. SPI managers from companies with more mature processes are not being more optimistic 
and neither are managers from companies with less mature processes being less optimistic about the 
prospect of SPI. 
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5 Discussion 
 
In this section, we present a summary of the study findings and show how these findings answer the 
research question:  
 

What perceptions do SPI managers have of the factors that can motivate practitioners to 
support SPI? 

 
• Experience of SPI 
 
SPI managers generally report positive experiences of SPI. The findings also show that SPI Managers 
with a high familiarity of SPI are more positive about their experiences of SPI. 
 
On the whole, opinions of SPI managers who are familiar with SPI appear stronger than the opinions of 
the overall sample. Managers who are familiar with SPI consistently confirmed the general view of the 
whole sample by reporting stronger percentages. This shows some consistency in the perceptions 
elicited in this study and also affirms the notion that SPI managers' experiences and familiarity with 
SPI informs their perception of SPI.  
 
• Expectations of SPI 
 
SPI managers are optimistic about the success of SPI. They generally have positive expectations of 
SPI, but acknowledge that there are significant difficulties with managing SPI programmes. Some SPI 
managers indicate that some of the difficulties with SPI are caused because software projects often take 
priority over improvement practices. On the whole, SPI managers have the perception that there are 
effective ways of managing SPI programmes successfully. 
 
• SPI impact on software quality 
 
SPI managers’ positive expectations of SPI generally also translate into their perceptions of the impact 
of SPI on software quality. This study shows that SPI managers perceive that SPI leads to improved 
product quality. This represents a positive reflection of SPI managers' expectations of SPI. 
 
• Cost benefits 
 
SPI managers hold the view that SPI has cost benefits. This finding is encouraging because justifying 
the cost for SPI is often the most difficult hurdle to overcome in implementing SPI. This research 
suggests that if SPI managers are convinced of the cost benefits of SPI, then it is likely to make the 
process of convincing senior management easier. Again, this finding indicates that SPI managers have 
positive expectations of SPI. 
 
• Senior management support 
 
In this study, SPI managers do not think that senior management is supportive of SPI. Less than half of 
respondents indicated that senior management was supportive of SPI. This research suggests that this is 
an important finding because of how critical senior management support has been reported to be to SPI 
success. 
 
• Developers' support for SPI 
 
SPI managers also indicate that developers are not enthusiastic about SPI. This finding shows that 
developers are not supportive of SPI. This is another important finding because of the importance of 
grassroots support for SPI success. 
Overall, SPI managers’ perceptions indicate that there is insufficient support for SPI from practitioners 
at both grassroots and senior management levels of their companies. These finding are important 
indicators for the remaining studies in this research.  
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• Process maturity 
 
Overall, SPI managers' responses bear no relation to the current maturity of the processes in their 
companies. This finding may imply that the responses provided by SPI managers are drawn from their 
longer-term experience of SPI as opposed to what their current circumstances with SPI may reflect. As 
a result, this research suggests that this finding gives more confidence to the data provided by SPI 
managers. 
 
6 Conclusion 

Overall, the findings from this study raised some important questions. Two of these questions relate to 
support for SPI from senior managers and developers. Our findings suggest that: 
 

1 Senior managers may not be supportive of SPI  
 

2 Developers may not be as enthusiastic as they could be about SPI  
 
We suggest that these two findings are the strongest indication of the state of motivators and de-
motivators for SPI discerned from this study. They indicate that software practitioners of all levels are 
not sufficiently motivated to support SPI and are being de-motivated from supporting SPI.  These 
findings suggest that:  
 
- Factors that can improve practitioners' support for SPI have not been sufficiently addressed. 
- There may be factors that are hindering practitioners from supporting SPI 
 
It is therefore important to identify, from software practitioners, what the factors are that can improve 
their support for SPI.  
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Appendix A: Sample questionnaire - SPI managers' perception of SPI 
 

 
 
 
 
 

Thank you for dedicating some time to completing this questionnaire. We 
guarantee that all the information given will be treated in the strictest 

confidence. 
 
 
 
Your name: _______________________________________ 

 

Your job title: _______________________________________ 

 

E-mail address:  _______________________________________ 

 

Company: _______________________________________ 

 

Address: _______________________________________ 

 

 _______________________________________ 

 

 _______________________________________ 

 
Date:  _______________________
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Section i : Personal Background 
 
This section is concerned with information about your background and experience as a software process 
improvement manager. This information will be treated in the STRICTEST CONFIDENCE and any publication 
of this study will present information in aggregate form and such information will be anonymous and 
unattributable to individual organisations or individual respondents. 
 
A.1 How long have you worked in this company? ______ years 
 
A.2  How long have you worked in computing/software engineering/IT? ______ years 
 
A.3  What is your educational background?  
 (You may tick more than one) 
 

a. Bachelors degree [ ] 

b. Masters degree [ ] 

c. Doctorate degree [ ] 

d. None of the above [ ] 

e. Other [ ]  

Please specify _______________________ 

 
A.4  Are any of your educational qualifications in the following areas?  
 

a. Computer science [ ] 

b. Software engineering [ ] 

c. Information Systems [ ] 

d. Information Technology [ ] 

e. Other [ ]  

Please specify _______________________ 

 
A.5  Of which of the following professional bodies are you a member?  
 (You may tick more than one) 
 

a. British Computer Society (BCS) [ ] 

b. Institute of Electronic Engineers (IEE) [ ] 

c.  Institute of Electronic and Electrical Engineers (IEEE) [ ] 

d. Association for Computer Machinery (ACM) [ ] 

e. Institute for the Management of Information Systems [ ] 

f. Association of Chartered Engineers [ ] 

g. None of the above [ ]  

e. Other [ ]  

Please specify _______________________ 
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Section ii: Personal Opinions 
 
This section is concerned with information about your opinions as a software process improvement manager. 
This information will be treated in the STRICTEST CONFIDENCE and any publication of this study will present 
information in aggregate form and such information will be anonymous and unattributable to individual 
organisations or individual respondents. 
 
In response to the following statements, please indicate your level of agreement by 
circling the appropriate number on the scale: where 5 indicates a strong agreement 
with the statement made and 1 indicates a strong disagreement.  
 
i.e.  5 = Strongly agree 
   4 = Agree 
   3 = Neutral 
  2 = Disagree 
   1 = Strongly disagree 
 
B.1 I am familiar with implementing Software Process Improvement initiatives. 
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.2 My experience of Software Process Improvement has been positive.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.3 Software Process Improvement is an effective approach to improving the quality of the software product.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.4 Software Process Improvement should be implemented via a Top Down approach.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.5 Software Process Improvement should be implemented via a Bottom Up approach.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.6 In the long term, the cost of setting up an SPI programme is compensated for by the cost savings made 

elsewhere in the development process.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.7 Senior managers are very supportive of SPI.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.8 Software developers are enthusiastic about SPI.  
 

Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
 
B.9 Implementing an effective SPI programme is difficult.  

 
Agree  5 ---------------- 4 ---------------- 3 --------------- 2 --------------- 1 Disagree 
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Appendix B: Sub-Sample percentages based on reported familiarity with SPI 
 

Whole Sample 
( %) Responses 

Familiar Managers 
(%) Responses 

Unfamiliar Managers 
(%) Responses 

 
 
Questionnaire 
statements 

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 

B1: “I am familiar with 
implementing SPI 

initiatives” 

4 14 20 36 26 0 0 0 58 42 21 79 0 0 0 

B2: “My experience of SPI 
has been positive” 

1 6 28 49 16 0 4 14 60 22 7 7 72 14 0 

B3: “SPI improves software 
quality” 

1 5 11 46 36 0 6 4 44 46 7 0 29 43 21 

B4: “SPI should be 
implemented via a Top 

Down approach” 

11 15 30 29 15 14 16 22 28 20 14 14 43 22 7 

B5: “SPI should be 
implemented  via a Bottom 

Up approach” 

16 28 35 18 4 16 26 34 18 6 21 36 36 7 0 

B6: “In the long term, SPI is 
cost beneficial” 

3 4 20 48 26 0 2 16 50 32 14 0 29 43 14 

B7: “Senior management are 
very supportive of SPI” 

5 16 33 34 13 2 14 36 32 16 14 14 36 29 7 

B8: “Software developers 
are enthusiastic about SPI” 

5 19 40 28 9 2 20 38 30 10 14 14 43 29 0 

B9: “Implementing an 
effective SPI programme is 

difficult” 

3 5 15 49 29 0 4 16 46 34 14 0 14 65 7 

 
NB: Percentage figures have been rounded up for presentation purposes 
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Abstract 

1 The shift of focus: from waterfall to evolutionary development 

Peter Myklebust, FIRM CTO, and I heard Tom Gilb speak about evolutionary project management 
(Evo) at a software conference autumn 2003. We saw that Evo attacked many of the flaws in our wa-
terfall process; most importantly it gave us a high focus on quality attributes that we felt could have 
been better in our latest release. 

We decided to do an Evo pilot with a development phase of 3 months.  

1.1 FIRM’s interpretation of Evo: Basis for the 3 month trial period 

After the one day crash course with Tom and Kai Gilb and a literature study (“Competitive Engineer-
ing” by Tom Gilb and other material on the subject), our overall understanding of Evo was this: 

• Find stakeholders  

• Define the stakeholders’ real needs and the related product qualities  

• Identify past/status of product qualities and your goals, and goal levels 

• Identify possible solutions for meeting your goals 

• Develop a step-by-step plan for delivering improvements with respect to Stakeholder Values & 
Product Quality goals:  

And most importantly: 

• Deliveries every week (approximately)  

• Measure weekly: are we moving towards our goals? 
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1.2 Working with requirements the Evo way 

With Evo, our requirements process changed. Previously we focused mostly on function requirements, 
and not on quality requirements. It is the quality requirements that really separate us from our competi-
tors.  

1.3 Find Solutions that take you closer to your goals 

For every quality requirement we looked for possible Solutions (Design Ideas) 

We evaluated all these, and specified in more detail those we believed would add the most value (take 
us closer to the goal) 

1.4 Working evolutionarily, the FIRM Evo week 

We decided that every step should last one week, and organized the week in a special way.  

On Friday we plan deliverables for version N, at the same time as we build and deploy version N-1 on 
the test server. Monday to Thursday is dedicated to design, code and test. During the week, the pro-
ject collects feedback from stakeholders based on the previous step/week. 

We collected the most promising solutions and included them in an Evo plan (also called Impact Esti-
mation Table: IET). The solutions were evaluated with respect to value for clients/cost of implementa-
tion, choosing the ones with the highest value to be implemented first. 

2 Impacts on our product: experiences and conclusions 

2.1 The method’s Impact on Confirmit product qualities 

The impact described in this paper is based on internal usability test, productivity tests, performance 
tests carried out at Microsoft Windows ISV laboratory in Redmond USA, and direct customer feed-
back. Only highlights of the impacts are listed here 

 

Description of performance requirement and corresponding work task Before 

Evo 

Current 
Status 

Usability.Productivity: Time for the system to generate a survey 7,200 sec 92 sec 

Usability.Productivity: Time to set up a typical specified Market Research-
report (MR) 

65 min 20 min 

Usability.Productivity: Time to grant a set of End-users access to a Report 
set and to distribute report login info. 

80 min 5 min 

Usability.Intuitiveness: The time in minutes it takes a average experienced 
programmer to define a complete and correct data transfer definition, with 
Confirmit Web Services, without any user documentation, or any other aid 

15 min 5 min 

Performance.Runtime.Concurrency: Maximum number of simultaneous re-
spondents executing a survey with a click rate of 20 secs. and a response 

250 users 1350 
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time of <500 ms, given a defined [Survey-Complexity] and a defined [Server 
Configuration, Typical] 

Table 1: Improvements to product qualities 

2.2 Conclusion 

Overall, the whole organization has embraced Evo. The release of Confirmit 8.5 showed some of 
Evo’s great potential, and we will work hard to utilize it to the full in the future. In June 2004 we had 
Tom and Kai Gilb for a 4 days course for the whole R&D department and related resources and we 
hope the next version of Confirmit will prove that we have matured in our understanding and execution 
of Evo.  

Keywords 

Evolutionary development (Evo), product qualities, Evo week, Impact Estimation Table, meas-
urable requirements, solutions, feedback, stakeholder values, open architecture, continuous 
integration CI 
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1 About the company 

FIRM was established in 1996, and has 70 employees in 4 offices (Oslo, London, New York and San 
Francisco). FIRM   delivers one software product: Confirmit. Confirmit is a web-based application 
which enables organizations to gather, analyze and report key business information across a broad 
range of commercial applications. Confirmit can be applied to any information-gathering scenario, but 
its three main data sources are: Customer Feedback, Market Feedback and Employee Feedback. 

The FIRM R&D department consist of about 20 people, including a Quality Assurance department of 3 
people. These people are mainly involved in product development of Confirmit, but we also do custom 
development for clients who fund new modules of the software.  

2 Development background & history 

In the very beginning, when FIRM only had a couple of clients, our development was very ad-hoc and 
customer driven. We didn’t follow a formal development process.  The software was updated nearly on 
a daily basis based on client feedback. You can say that we had one of the important elements in Evo: 
Deliver stakeholder value fast.  

This ad-hoc development resulted in nice features for the few dedicated clients we had, but it also 
resulted in a lot of defects, long stressful nights, and little control. 

As our client base grew, we felt a need to introduce more-formal processes in order to increase our 
quality standards. Larger clients started to ask questions regarding our development processes. 

We formalised the development process according to a waterfall model, and started climbing the CMM 
ladder. The reason for choosing the waterfall model was that it was the only development process we 
knew about. 

After a few years with the waterfall model, we experienced aspects of the model that we didn’t like: 

• Risk mitigation was postponed until late stages.  

• Document-based verification postponed until late stages.  

• Attempts to stipulate unstable requirements too early: change of requirements is perceived as a 
bad thing in waterfall.  

• Operational problems discovered too late in the process (Acceptance testing) 

• Lengthy modification cycles, and much rework.  

• Most important; the requirements were nearly purely focused on functionality, not on quality attrib-
utes. 

Our experiences is backed up by statistics 

• In a study of failure factors on 1027 IT projects in the UK, scope management related 
to waterfall practices was cited to be the largest problems in 82% of the projects. Only 
13 % of the projects didn’t fail. (Thomas, M.2001. “IT project Sink or Swim,” British 
Computer Society Review) 

• A large study showed that 45 % of requirements in early specifications were never 
used (Johnson, J. 2002. Keynote speech, XP 2002, Sardinia, Italy) 
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3 The shift of focus: from waterfall to evolutionary development 

Peter Myklebust, FIRM CTO, and I heard Tom Gilb speak about evolutionary project management 
(Evo) at a software conference autumn 2003. We had just released a new version of our software that 
contained a lot of new nice features, but it had limitations with respect to usability, productivity and 
performance (e.g. throughput and response time). We found the ideas very interesting, and Tom and 
Kai Gilb offered to give a more detailed introduction to the concept. They spent one day in our offices, 
giving a very compressed introduction to Evo. We saw that Evo attacked many of the flaws in our wa-
terfall process; most importantly the high focus on quality attributes that we felt could have been better 
in our latest release. 

We decided to do an Evo pilot with a development phase of 3 months. We decided to do a literature 
study ourselves and then use Evo as best as we could for the next release (Confirmit 8.5), without 
further Evo courses. 

3.1 FIRM’s interpretation of Evo: Basis for the 3 month trial period 

Evo is in short: Quickly evolving towards stakeholder values & product qualities, while learning through 
early feedback. The beauty lies with the simplicity of the method, combined with advanced methods of 
measurement and control. 

After the one day crash course with Tom and Kai Gilb and a literature study (“Competitive Engineer-
ing” by Tom Gilb and other material on the subject), our overall understanding of Evo was this: 

• Find stakeholders (End users, super-users, support, sales, IT Operations etc) 

• Define the stakeholders’ real needs, and the related product qualities  

• Identify past/status of product qualities and your required goal level (how much you want to im-
prove).  

• Identify possible solutions for meeting your goals 

• Develop a step-by-step plan for delivering improvements via the identified solutions, with respect 
to Stakeholder Values & product quality goals:  

And most importantly: 

• Deliveries of measurable stakeholder-valued results every week  (every Evo cycle) 

• Measure weekly: are we measurably moving towards our goals? 

3.2 Working with requirements the Evo way 

With Evo, our requirements process changed. Previously we focused mostly on function requirements, 
and not on quality requirements. It is the quality requirements that really separate us from our competi-
tors. E.g. spell checker in MS Word, why was this a killer application? There was no new functionality; 
authors of documents have been able to spell check with paper dictionaries for ages. The real differ-
ence was superior product qualities: speed of spell checking and usability. 

We tried to define our requirements according to a basic standard [1] 

• Clear & Unambiguous 

• Testable 

• Measurable 

• No Solutions (Designs) 

EuroSPI 2004 – I1-B.25 



Session I1-B: SPI and Management 

• Stakeholder Focus 

 

Example taken from our requirements in Confirmit 8.5:  

Usability.Productivity 

Scale: Time in minutes to set up a typical specified Market Research-report (MR) 

Past: 65 min, Tolerable: 35 min, Goal: 25 min (end result was 20 min) 

Meter: (how to measure if we are moving towards our goal): Candidates with knowledge of MR-
specific reporting features performed a set of predefined steps to produce a standard MR Report. (The 
standard MR report was designed by Mark Phillips, an MR specialist at our London office) 

The focus is here on the day-to-day operations of our MR users, not a list of features that they might 
or might not like. We know that increased efficiency, which leads to more profit, will please them.  

After one week we had defined nearly all the top level quality and performance requirements for the 
next version of Confirmit; and we were ready to start on our first Evo step. We decided that one Evo 
step should last one week; because of practical reasons, even though we violate the general Evo pol-
icy of not spending more than about 2 % of project schedule in each step. The rationale behind the 2% 
rule is not to spend more time than you can afford to loose. After one week, you’ll find out whether you 
are on the right track (by getting feedback from stakeholders). 

3.3 Find Solutions that takes you closer to your goals 

For every quality requirement we looked for possible Solutions (Design Ideas) 

E.g. for Quality Requirement: Usability.Productivity we identified the following Solutions: (identified by 
their name, not their description here) 

• Solution.Recoding 

• Solution.MRTotals 

• Solution.Categorizations 

• Solution.TripleS 

• ..and many more 

We evaluated all these, and specified in more detail those we believed would add the most value (take 
us closer to the goal level)  

3.4 Working evolutionary, the FIRM Evo week 

We organized the week in a special way.  

On Friday we plan deliverables for version N, at the same time as we build and deploy version N-1 on 
the test server. Monday to Thursday is dedicated to design, code and test. During the week, the pro-
ject collects feedback from stakeholders, based on the previous Evo step/week. 
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Development Team 
Users (PMT, Pros, Doc 

writer, other) 
CTO (Sys Arch, Process 

Mgr) 
QA (Configuration 

Manager & Test 
Manager) 

Friday  PM: Send Version N 
detail plan to CTO + 
prior to Project Mgmt 
meeting 

 PM: Attend Project 
Mgmt meeting: 12.00-
15.00 

 Developers: Focus on 
genereal maintenance 
work, documentation. 

 

  Approve/reject 
design & Step N 

 Attend Project 
Mgmt meeting: 12-
15 

 Run final build 
and create setup 
for Version N-1. 

 Install setup on 
test servers 
(external and 
internal) 

 Perform initial 
crash test and then 
release Version 
N-1 

 
Monday 
 

 Develop test code & 
code for Version N 

 

 Use Version N-1  
 

  Follow up CI 
 Review test plans, 

tests 
Tuesday  Develop Test Code & 

Code for Version N 
 Meet with users to 

Discuss Action Taken 
Regarding Feedback 
From Version N-1 

 Meet with 
developers to give 
Feedback and 
Discuss Action 
Taken from previous 
actions  

 System Architect to 
review code and test 
code 

 Follow up CI 
 Review test plans, 

tests 
 

Wednesday  Develop test code & 
code for Version N 

 

   Review test plans, 
tests 

 Follow up CI 
Thursday   Complete Test Code & 

Code for Version N 
 Complete GUI tests for 

Version N-2 
 

   Review test plans, 
tests 

 Follow up CI 

  
Figure 1: FIRM Evo week 

3.5 Evolutionary project planning 

We collected the most promising Solutions and included them in an Evo plan (expressed by using an 
Impact Estimation Table: IET. See example below). The solutions were evaluated with respect to 
value for clients versus cost of implementation: choosing the ones with the highest value first.  Note 
that value can sometimes be defined as removing risks by implementing technically challenging Solu-
tions early.  

The IET is our tool for controlling the qualities, and delivering improvements to real stakeholders: or as 
close as we can get to them. (E.g. support people, using the system daily, acting as clients) 

Example: IET for MR Project – Confirmit 8.5, Solution: Recoding 

Description: Make it possible to recode variable on the fly from Reportal. Estimated effort: 4 days 
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Figure 2: Example of Impact Estimation Table, MR project in Confirmit 8.5 development. 

4 Impacts on our product, experiences and conclusions 

4.1 The method’s Impact on Confirmit product qualities 

The method’s impact on Confirmit product qualities are not measured statistically, by doing a scientific 
correct large-scale survey, although we are currently considering this. The impact described in this 
paper is based on internal usability test, productivity tests, performance tests carried out at Microsoft 
Windows ISV laboratory in Redmond USA, and direct customer feedback. Only highlights of the im-
pacts are listed here. No negative impacts are hidden. 

 

Description of requirement/work task Past Status 

Usability.Productivity: Time for the system to generate a survey 7200 sec 15 sec 

Usability.Productivity: Time to set up a typical specified Market Research-
report (MR) 

65 min 20 min 

Usability.Productivity: Time to grant a set of End-users access to a Report 
set and distribute report login info. 

80 min 5 min 

Usability.Intuitiveness: The time in minutes it takes a medium experienced 
programmer to define a complete and correct data transfer definition with 
Confirmit Web Services without any user documentation or any other aid 

15 min 5 min 

Performance.Runtime.Concurrency: Maximum number of simultaneous re-
spondents executing a survey with a click rate of 20 sec and an response 
time<500 ms, given a defined [Survey-Complexity] and a defined [Server 
Configuration, Typical] 

250 users 6000 

Table 1: Improvements to product qualities 

These leaps in product qualities would not have been achieved without Evo. We have received many 
pleasant emails regarding these quality improvements from our customers:  

“I just wanted to let you know how appreciative we are of the new “entire report” export functionality 
you recently incorporated into the Reportal.  It produces a fantastic looking report, and the table of 
contents is a wonderful feature. It is also a HUGE time saver.” 
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4.2 Feedback from developers and project managers within FIRM 
R&D 

Evo has resulted in increased motivation and enthusiasm amongst developers because it opens up for 
empowered creativity. EVO and Continuous Integration is a vehicle for innovation and inspiration. The 
developers get their work out on test servers, and receive feedback. Every week. 

Even though they embraced the method there are parts of Evo they found difficult to understand and 
execute at first: 

• Defining good requirements can be hard. 

• It was hard to find meters (ways of measuring numeric qualities) which were practical to use, and 
at the same time measure real product qualities.  

• Sometimes it takes more than a week to deliver something of value to the client.  

• Testing was sometimes postponed in order to start next step, some of these test deferments were 
not then in fact done in later testing. 

 

4.3 Lessons learned with respect to the method  

Some of the lessons we learned after the trial period are: 

• We will have increased focus on feedback from clients. We will select the ones that are willing to 
dedicate time to us. Internal stakeholders can give valuable feedback, but some customer interac-
tion is necessary. 

• Demonstrate new functionality with screen recording software or early test plans. This makes it 
easier for internal and external stakeholders to do early testing 

• Tighter integration between Evo and the test process is necessary 

• “Be humble in your promises, but overwhelming in your delivery  

4.4 Conclusions 

The method’s positive impact on Confirmit product qualities has convinced us that Evo is a better 
suited development process than our former waterfall process, and we will continue to use Evo in the 
future. 

What surprised us the most was the method’s power of focusing on delivering value for clients versus 
cost of implementation. Evo enables you to re-prioritize the next development-steps based on the 
weekly feedback, what seemed important at the start of the project may be replaced by other solutions 
based on gained knowledge from previous steps.  

The method has high focus on measurable product qualities, and defining these clearly and testable 
requires training and maturity. It is important to believe that everything can be measured and to seek 
guidance if it seems impossible. 

One pre-requisite related to the method for using Evo is an open architecture.  

Another pre-requisite is management support for changing the work process, and this is important in 
any software process improvement initiative.  

The concept of Continuous Integration (CI)/daily builds was valuable with respect to deliver new ver-
sion of the software every week. 
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Overall, the whole organization has embraced Evo. The release of Confirmit 8.5 showed some of 
Evo’s great potential, and we will work hard to utilize it to the full in the future. In June 2004 we had 
Tom and Kai Gilb for a 4 days course for the whole R&D department and related resources and we 
hope the next version of Confirmit will prove that we have matured in our understanding and execution 
of Evo.  
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[1] Tom Gilb, “Competitive Engineering: A Handbook for Systems and Software Engineering Management Using 
Planguage”, Elsevier, to be published End 2004-Beginning 2005. Manuscript, until publication, at 
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[2] Kai Gilb, “Evolutionary Project Management & Product Development, Evo, how successful people manage 
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Abstract 

Introduction 

AXA Group is a major international Financial Services company, with over 7,000 IT staff worldwide.  In 
1999 it started a global IT process improvement programme.  It recognised the need for maturity 
measurement but needed to be able to implement something worldwide at a reasonable cost within 
different size companies. 
CMM was seen to have too narrow a focus and would have been expensive to implement – especially 
in the smaller companies.  AXA decided to build a framework that was wider than CMM although with 
less depth. 
It started with 7 models (4 SDLC models for Build, Buy, Project Management, Programme Manage-
ment; 1 Technology Planning model (Architecture Management); 1 Service Delivery model and an 
Overall Improvement & Measurement model). 
AXA decided on some basic principles.  The models should  
• Have a CMM-ish look and feel. 
• Be linked to an industry standard where possible 
• Be home-made where no industry standard established. 
• Cover the full scope of IT Activity to ensure the possibility of maximum efficiency and effective-

ness. 
• Be used to facilitate identification of Best Practice to optimise leveraging within AXA Group 
• Be used to facilitate Process Improvement within individual companies. 
Over the years there has been much change – many models have been refreshed, some have been 
suspended and new ones emerged. 
The Development and Maintenance of the models is the responsibility of the Group IT Organisation 
and Process (ITOP) Team.  This team supports the operating companies collaboratively in the imple-
mentation of Process Improvement. 

Models Overview 

Recognising that there is a Frameworks Quagmire (© 2001, Software Productivity Consortium) it was 
quite an interesting job to create an AXA Assessment Methodology which would be consistent.  AXA 
decided to use the CMM Pattern of levels; models were developed by picking from the various stan-
dards that were available at the time.  The industry standards were adopted and adapted. 
Our current process scope covers 12 process areas in 4 groups :–  
1. Central   : (Governance, Sourcing, Architecture Management, Reuse Behaviour,   

    Overall Improvement & Measurement),  
2. Relationship  : (Business Relationship Management, Service Management),  
3. Management  : (Project & Programme Management),  
4. Delivery   : (SDLC Build & Buy, Maintenance). 
 
Of these 12 models there are 9 that are currently operational.  These cover all the Central Processes 
(with the exception of Overall Improvement & Measurement model), all Management Processes and 
all Delivery Processes.  
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The Relationship processes are under construction with a pilot for Service Management in the middle 
of 2004.  The Overall Process Improvement & Measurement model has been withdrawn pending re-
view. 
Recognising that not all companies are sufficiently mature to warrant being assessed in every model, 
a set of six (6) Core models have been identified.  There is a very strong recommendation to use 
them. 

The Process 

Medium to Small Companies within the Group Self-Assess annually.  Larger companies are Co-
Assessed, with Group IS participation on site, biennially and use either the Self-Assessment method in 
the middle year or a Light Co-Assessment if preferred. 
The questionnaires for each model are available during the autumn as an on-line tool via the Group 
intranet.  Company assessors, appointed by Senior Management, plan the completion of the surveys.  
They carry out interviews with Subject Area Experts (SAEs).  The ITOP Team organise and deliver 
training to Company assessors, supporting documentation and supporting tools. 
The results are recorded in on-line questionnaires and the maturity level calculated for the Key Proc-
ess Areas, Models and Overall IT Maturity Level score. 
A feedback report is produced by the Company Assessors for the SAEs. This forms the basis of a 
Company report, giving a SWOT analysis, key observations and recommendations.  It is created by 
the Company Assessors together with the company Process Improvement Manager.  The report is 
presented to the company IS Board for approval.  If required a CMM Equivalence can be given 
through a recently developed tool. 
The ITOP team gather and select Best Practices to populate a Knowledge Base to promote reuse 
around the Group to allow Operating Companies to leverage the strength of the Group and to acceler-
ate process improvement. 
In the spring a Group report is produced for Group Management of all co-assessed companies and 
the overall results are published annually for all companies at an Exchange Seminar which takes 
place in the summer.  
Companies, supported by the ITOP team, analyse in more detail the assessment results to identify the 
Company improvements. Companies subsequently implement Improvement Programmes. 
The models are reviewed and refreshed, as necessary, ready for the autumn and the next cycle. 

 

Keywords 

SPI; Process Assessment; CMM; ITIL; CoBIT; IEEE; Questionnaire; 
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1 AXA IT Organisation & Process Maturity Assessment Framework 

1.1 Context 

In a large international group of companies, especially one which had grown significantly in a com-
paratively short period of time through merger and acquisition, there is the opportunity for many and 
diverse practices to emerge, as each subsidiary creates its own processes and procedures.  It was 
clear that AXA Group was no exception to this and it was realised that it was important to understand 
what was being used within IT around the globe. 

AXA Group started an initiative to improve its IT capability in 1999.  Linked to a scorecard which 
measured a number of aspects of IT performance, this included the initial attempt to grapple with a 
capability assessment survey.  The original “Kennedy Statement”1 was for AXA to become recognised 
as an Innovative Company within 4 years. 

The Group consists of a number of companies in all four corners of the world.  They range in size and 
complexity.  The IT provision ranges from in-house “traditional” organisations to those which have 
outsourced much of their provision.  The type of outsourcing itself varies from the use of external soft-
ware houses to a full transfer of undertakings for all or part of the development portfolio.  Individual 
sites range from a dozen to many thousands of staff. 

It was natural with such diversity that a “one-size fits all” approach would be ineffective.  There was 
also a need to look at not just IT Development capability.  Out in the market place, ISO 9000 and SEI 
SW-CMM were well established and SPICE was emerging.  These however covered only a part of the 
disciplines that were to be assessed.  The search was on to find or develop a framework whereby all 
of our organisation and process could be evaluated. 

1.2 Creation of the Framework 

There was a conscious decision to lay down some basic principles for the framework.   

• The models would have similarities to the SEI SW-CMM 5 level approach.   
• Wherever possible an industry standard would be adopted and adapted for use within the Group.   
• Where it was not possible to use an industry standard – for example where no such standard ex-

isted – the Group would develop its own. 
It was important that the models would enable the identification of best practice within the Group to act 
as part of its emerging Knowledge Management philosophy and that the output from the surveys 
would facilitate process improvement within each company.  Knowing where you are, is one thing, 
knowing how to move from where you are, is quite another. 

It was hoped to include, within the framework, models for every aspect of IT activity.  This meant not 
only the factory floor where project teams build software but also the disciplines associated with the 
Business Relationship, Vendor Management, Outsourcing, Governance etc. 

As a starting point, 5 areas of IT were chosen for consideration. 

• Project & Programme Management 
• Software Delivery Lifecycles for Build & Buy 
• Technology Planning (Architecture Management) 
• Service Delivery 
• Overall Improvement & Measurement 
The Group understood that there was a Frameworks Quagmire2 (Figure 1) to be navigated.  It was 
considered that the pragmatic way was to develop its own framework (AXA IT Maturity Level Survey – 
known as the AXA ITML) with a view to making it obsolete within a period of 4 years 
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The Group’s ambition was to move to SEI SW-CMM once the maturity recorded by the Group compa-
nies had reached a certain level within the AXA ITML (Figure 2). 

PMI
PMBoK 5

4

3

2

1
CMMAXA IT ML 1

AXA IT ML 3

AXA IT ML 2

AXA IT ML 4

AXA IT ML

 

Figure 1: Framework Quagmire    Figure 2: AXA IT ML – CMM Equivalence 

The five areas referred to above resulted in the creation of 7 models due to the need for one each for 
Project & Programme Management and one each for Build & Buy delivery lifecycles. 

Under the heading of Software Development Improvement (SDI) the models were rolled out in 2000 
and used as self-assessment tools during early autumn of that year.  A review of the results took the 
form of a series of 3 seminars later that year, each lasting a day and a half, to tease out what the 
learning points should be for the Group.  The SDI Steering Group was formed in the spring of the fol-
lowing year (2001) and this was to form the basis for the IT Organisation & Process (ITOP) function 
which exists today. 

One of the first things that the new SDI Steering Group did was to begin the process of regular Ex-
change Seminars (similar to Software Process Improvement Network (SPIN) meetings).  The first took 
place in Nice in 2002 and has successfully been followed up with Cologne (2003) and Paris (2004).  
These give the opportunity for AXA IT staff from all over the world to meet together over a two day 
period to hear the results of the surveys, hear key note speeches from external speakers and to share 
amongst each other. 

The original 7 models ran with only a few alterations for 3 years.  The Service Delivery model was 
withdrawn after its first outing.  In 2002 a small additional model was added to cover Reuse Behaviour.  
In 2003 a major overhaul of the survey took place. 

A formal map of the extent of the 12-model target framework had emerged (Figure 3). 

Figure 3: ITOP Framework 
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This enabled the organisation to see fully the cover that SEI SW-CMM provided and they recognised 
where the gaps were in terms of the rest of the models.  Some consistency check across models 
showed that the Architecture Management Model and the Overall Improvement & Measurement mod-
els needed some attention.  The latter was withdrawn for review and the former extended to balance it 
better against the other models. 

Three new models were trialled in the year (Governance, Sourcing and Maintenance) and incorpo-
rated in the surveys in time for delivery in the autumn of 2003.  The Service Management model was 
trialled in the summer of 2004 and it is intended to develop a Business Relationship Management 
model during the year for trial in 2005.  A discussion document was issued in July 2004 regarding the 
revision of the Overall Improvement & Measurement model. 

Currently there are, therefore, 9 active models, one in the pipeline, one in development and one pend-
ing review. 

1.3 The Current Models 

Each of the current models conforms to a common pattern.  The on-line survey instrument consists of 
a series of Key Process Areas (KPAs).  Each KPA has a number of questions with the tick-box an-
swers.  Each question is created with a specific maturity level in mind and will look at whether or not 
the practice is in place.  Where it is, the question will also seek to establish how extensively the prac-
tice is used.  From this a maturity level for each model can be established. 

As an example, Project Management has a KPA which relates to Risk Management.  Question 3.4.1 
(Figure 4) is designated as a level 3 question if established for all projects.  Less coverage would re-
sult in a level 2 score.  If the KPA practice is not implemented it would result in a level 1 score.  A 
classification scheme is in place to decide what Large, Medium and Small mean in respect of projects. 

3. Project Management      In Place Scope of Use
Yes No 80% of 

Small 
Projects

80% of 
Medium 
Projects

80% of 
Large 

Projects

80% of 
All 

Project  
Types

3.4.3 Has your organization established a standard for 
risk plans and management?

#### FALSE

Figure 4: Sample Question 

The table (Figure 5) gives a flavour of all the Project Management KPAs and shows the maturity that 
can be achieved.  Some practices, e.g. Scope Management, will achieve level 2 by being in place and 
level 4 through full deployment.  Others, e.g. Human Resources Management, will achieve level 3 by 
virtue of being in place.  Project Management Improvement is a level 4 activity. 

 
ITOP Model Key Practice Area (KPA) 2 3 4 
Project Management 3.1 Classification Scheme l l  

3.2 Stakeholders l l  

3.3 Scope Management l l l 

3.4 Risk Management l l l 

3.5 Time Management l l l 

3.6 Cost Management l l l 

3.7 Quality Management l l l 

3.8 Human Resources Management  l l 

3.9 Communications Management  l l 

3.10 Plan Integration Management l l l 

3.11 Project Management Improvement   l 

Figure 5: Project Management KPAs and Maturity Levels 

For the central, i.e. not project-based, models, such as Governance & Architecture Management, the 
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questions are answered according to the practice being in place for a percentage of cases.  The an-
swers can be No, Some or Yes. 

Ensuring that the models had this commonalty was not easy given the variety of standards that were 
used to develop them.  It can be seen from the table (Figure 6) that there were sometimes a number 
of standards informing a single model. 

The current framework has to be useful in all of the AXA Group subsidiaries.  Each model is tailorable 
by virtue of the classification scheme where Large, Medium & Small mean different things for different 
sized companies.  However, not every model is applicable to be assessed in every company and a 
decision needs to be made as to which models are employed. 

A number of the models are deemed core and are shown below (Figure 7).  It is strongly recom-
mended that they are assessed.  In fact a new word (voludatory) has been coined to describe this – 

voluntary but (really) mandatory! 
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*Service Management Model and Business Relationship Management Model are
being developed, Overall I&M has been removed pending review

Current
Core models

Existing models
Program Management
Project Management
Build
Buy
Reuse Behavior

PMI
 (Project Management

Institute)

CMM/CMMI
 (Capability Maturity
Model), ISO 12207

COBIT
 (Control Objectives for

Information Related Technology)

Meta Group

New models
Governance
Sourcing
Architecture Management
Maintenance

Models to develop
Business Relationship Mgt
Service Management

IEEE 1219-1998

ITIL, IT Service CMM

CMMI/People CMM
(SEI), IT Service CMM

(SERC)

Figure 6 : Reference Table for Standards used. Figure 7: ITOP Framework 

1.4 The Annual Cycle 

The surveys take place annually in each AXA subsidiary.  Medium-to-small companies self-assess 
their processes whereas large companies are co-assessed every other year.  In the interim year, large 
companies will self-assess or use a light co-assessment. 

The co-assessment process is naturally much more rigorous, than self-assessment, with Group IS 
participation on site.  This process enables a balanced view to be created between companies ensur-
ing that Group results can be compared on a like-for-like basis. 

Recognising that some medium-to-small companies may wish to be part of the co-assessment proc-
ess, a “Light Co-Assessment” process has also been established, where Group verify the answers.  
The ability of Group to respond to requests for this process may be limited by availability within the 
relatively small but efficient ITOP Team. 

At Group level the process starts in the autumn of each year with a training session for all assessors.  
This is principally for the Company assessors but new group assessors are also involved.  The ITOP 
Team prepare and deliver this training to representatives of each subsidiary company.  Depending on 
the size of company these representatives may follow up this initial training with cascade training of 
the assessors within their own companies. 

The ITOP Team works with the companies that are to be co-assessed to build a schedule for the as-
sessment.  They come on-site to work with the company assessors.  They conduct the assessment in 
partnership and produce the Company Co-assessment Report with involvement from the Company 
Assessors. 

Once all of the co-assessments have been completed, in early spring, the ITOP Team prepare a 
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Group Co-Assessment Report which identifies trends, reuse opportunities and any significant areas 
where it might be appropriate for Group to be involved in developing something centrally to assist all 
companies.  This feeds into Group Strategic Plans. 

Workshops can be proposed when several companies would benefit from one company’s best prac-
tice.   

Any good practices or artefacts that are discovered during the assessment are gathered together and 
published on a Knowledge Management website, which is accessible to all of AXA employees. 

In the summer of each year, the Exchange Seminar takes place where assessors and practitioners 
meet with senior Group Executives to receive the Group Co-assessment Report and to share experi-
ences. 

1.5 The Assessment Process 

The Co-Assessment process is the most comprehensive of the three assessment processes, during 
which the key people are the Sponsor, Group IS Assessors, Company Assessors and Subject Area 
Experts. 

Visibility is key to ensuring that the assessments work well.  The co-assessment process has 7 steps 
and Preparation & Launch are two of the key steps to get right. 
Legend 

44 Lead Person 

4  Support Person Sponsor 
Group IS 

Assessors 
Company 
Assessors 

Subject Area 
Experts 

• Preparation 44 4   

• Launch 44 4 4  

• Identify Resources 4 4 44  

• Schedule Assessment Interviews  4 44 4 

• Research    44 

• Conduct Assessment Interviews  44 44 4 

• Issue Co-Assessment Report 4 44 4  

The Self-Assessment process is similar to the above with the two assessor columns combined.  The 
Light process is a compromise between the two. 

1.6 The Process Improvement Process 

Once the report has been issued the Process Improvement Process can start.  This has 5 steps. Dur-
ing this process the key people are the Sponsor, Improvement Programme Manager, Assessors 
(Company or Group) and Process Owners.  It is vital to have someone who has overall responsibility 
for improvement.  If this is not possible, a co-ordinator, who manages the activity of a number of proc-
ess owners, can work just as well but needs strong executive sponsorship. 
Legend 

44 Lead Person 

4  Support Person Sponsor 

Improvement 
Programme 

Manager Assessors 
Process 
Owners 

• Set Objectives and Target Matur-
ity 

44 4 4  

• Analysis & Research  4 44 4 

• Identify Potential Improvements  4 44 4 

• Prioritise Improvements 4 44  4 

• Plan Improvement Activities 4 44  4 
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One of the clear shifts of emphasis that occurs here is the transfer of activity away from the Assessors 
to the Improvement Programme Manager.  The models, however transparent and user-friendly, still 
need some interpretation to ensure that the messages from the assessment can be translated into the 
language used by practitioners.  The Improvement Programme Manager needs to be able to be part of 
the identification of improvements but then to be allowed to get on with it. 
Once the Action Plan has been developed this produces the framework for improvement activity over 
a period.  Sometimes this will have a short-term focus; on other occasions it may lead to a programme 
of activity over one or more years.  It feeds into the Company IT Strategic and Action Plans. 
Understanding the landmarks (milestones) that are to be achieved, enables targets to be set for sub-
sequent assessments. 
The results of the assessments are included in company scorecards and dashboards. 

1.7 Conclusion 

The ITOP Maturity Assessment Framework is always developing.  Through its operation it has dem-
onstrated sufficient stability to enable useful trends to become visible over a number of years.  It has 
already added an enormous amount of “Best Practice” material to the Knowledge Management data-
base and more importantly through the annual seminar has meant that the growth of knowledge 
around the group has been accelerating. 

In the Group a wide variation of maturity is in evidence and the 2004 results for 5 of the Core Models 
are shown in the graph (Figure 8).  Over the years significant improvement in maturity has been wit-
nessed and this is demonstrated in the graph relating to Project Management (Figure 9). 

The strength of the framework is in the comprehensive nature and intellectual integrity of its design.  
The work done to define, redefine and refine the content over 5 years has created a robust tool for 
process improvement for use across the globe in companies of all sizes. 

Figure 8 : Selected Results 2004.   Figure 9 : Project Management Progress 2000-3 
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Abstract. It has been a long time since appeared of the Object Oriented (OO) paradigm. From that 
moment, the designers have accumulated much knowledge in design and construction of OO 
systems, but this large body of knowledge is still not organized or unified. In order to improve OO 
designs (OOD), using all the accumulated knowledge in a more systematic and effective way, we 
have defined an ontology. We present a controlled experiment about if the usage of the Ontology 
for OOD Knowledge really improves the OOD process. Key Words: Design Process, Object-
Oriented Design, Micro-Architectural Design, Design Knowledge, Ontology, Design Patterns, 
Principles, Heuristics, Best Practices, Bad Smells, Refactoring. 

1. Introduction 

The software engineering field still suffers from a lack of structured and classified chunks of 
knowledge (McConnell, 2003). Object-Oriented (OO) designers have accumulated a large body of 
knowledge that it is still not organized or unified. In OO Micro-Architectural Design Knowledge, 
design patterns are the most popular example of accumulated knowledge, but other elements of 
knowledge exist such as Principles, Heuristics, Best Practices, Bad Smells, Refactorings, etc., which 
are not clearly differentiated, indeed, many are synonymous and others are just vague concepts.  

For principles the main contributions are Meyer (1988), Gamma et al. (1995), etc., but the study of 
design principles is limited, leading to them being used in an isolated way or even being ignored; any 
examples of principles are the Dependency Inversion Principle, Don’t Concrete Super class Principle, 
etc. With regard to heuristics, we can refer to Riel (1996) and Booch (1996). Refactorings are rapidly 
gaining acceptance, the main works in this area are Fowler’s (2000), Tokuda and Batory (2001) and 
Opdyke (1992). Patterns are, without doubt, the most refined OOD Knowledge: Coad (1992), Gamma 
et al. (1994), Buschmann et al. (1996), etc.   

In order to improve OO designs, using all the OOD accumulated knowledge in a more systematic 
and effective way, we have defined an ontology (figure 1), which unifies Principles, Heuristics, Best 
Practices, etc., as “Rules”, show the relationship among these “Rules” and Patterns and Refactorings, 
etc., and problems (Patterns) in designs. 
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OO Micro Architectural Design Knowledge

name
intent
also known as
motivation
applicability
consequences
known uses

Refactoring
mechanics

Declarative
collaborations
participants

Operative
sample design

1..*1..*is introduced by

0..*0..*

is composed of

Pattern
structure (or solution)

0..*0..*

implies the uses of

Rule
recomendation (pre and pos condition)

0..*0..*

implies the use of

 

Fig. 1. OO Micro-Architectural Design Knowledge Ontology 

We may observe as the entities Rule and Pattern can be introduced in the design for Refactorings 
and Rules implies the use of Patterns. We have also defined an improved OOD process which takes 
into account this ontology and the OOD knowledge, helping OO designers in their activities. We 
present in this paper an controlled experiment (approach based on Wholin et al. (2000) and Prechelt et 
al. (2000) and Bernárdez (2004)), we wanted to ascertaining if the usage of the Ontology for OOD 
Knowledge really improves the OOD process, helping in the detection of defects (Rules violated) 

2. Experiment Description 

The main purpose of this controlled experiment is to compare effectiveness and efficiency to dispose 
of “Ontology of OOD knowledge”. Moreover, we wanted to analyze if to dispose of a catalog of rules 
and its relations with other patterns (according to the OO Micro Architectural Knowledge) has 
influence on the effectiveness and efficiency in the improve the quality of OO micro architectural 
design.  

2.1 Planning 

We classified the subject in two groups and in a previous session of 30 minutes, we explained to 
one group some notions about Ontology, Rules, and its relationships with Patterns; and how to apply 
the Rules Catalog. The subjects were asked to fill out a questionnaire about your expertise. According 
to the responses collected in this questionnaire, we form the two groups of subjects, trying to have the 
same number of subjects with good marks and bad marks in each group. 

We have to consider what independent variables or factors were likely to have an impact on the 
results. These are: OO Micro Architecture. We considered two dependent variables: 
-. Effectiveness: Number of Defects Found / Total Number of Defects. This is the percentage of the 
true improvements found by a reviewer with respect to the total number of defects in the inspected. 
-. Efficiency: Number of Defects found / Inspection Time. Where Inspection Time is related to the 
time that subjects spent on inspecting the micro architecture, it is measured in minutes. 
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For each subject, we had prepared a folder with the experimental material. Each folder contained 
one micro architectural diagram and a questionnaire for answers; additionally, a group of subjects had 
a summary of the rules presented in section 2 and a summary of Gamma’s et al.  (1995) design 
patterns, the other group had only the catalog of patterns. 
 
2.1.1 Hypotheses Formulation 
We want to test two groups of hypotheses, one for each dependent variable. 
-. Effectiveness Hypotheses 
 
• H0,1. There is no difference in effectiveness in detecting the violation of rules using a catalog of 

rules and its relationship with patterns as compared to subject without catalog or rules. // H1,1 : ¬ 
H0,1 

• H0,2. There is no difference in effectiveness of subjects in detecting the application of patterns 
implicated by rules using a catalog of rules and its relationship with patterns as compared to 
subject without catalog or rules. // H1,2 : ¬ H0,2 

• H0,3. There is no difference in effectiveness of subjects in detecting the application of patterns not 
implicated by rules using a catalog of rules and its relationship with patterns as compared to 
subject without catalog or rules. // H1,3 : ¬ H0,3 

 
-. Efficiency Hypotheses  
 
• H0,4. There is no difference in efficiency in detecting the violation of rules using a catalog of rules 

and its relationship with patterns as compared to subject without catalog or rules. // H1,4 : ¬ H0,4 
• H0,5. There is no difference in efficiency of subjects in detecting the application of patterns 

implicated by rules using a catalog of rules and its relationship with patterns as compared to 
subject without catalog or rules. // H1,5 : ¬ H0,5 

• H0,6. There is no difference in efficiency of subjects in detecting the application of patterns not 
implicated by rules using a catalog of rules and its relationship with patterns as compared to 
subject without catalog or rules. // H1,6 : ¬ H0,6 

2.2 Operation 

This section we describe the preparation, execution, and data validation. Before the day of the 
experiment execution, we gave a seminar to the subject of group that had a summary of the rules. In 
this seminar, we explain to the subject how to apply the rules catalog. The subjects work without 
speaking mutually. The subjects had to perform the following experimental tasks: Manually fulfill the 
form registering and Writing down the start and end time of the activity. We collected the forms filled 
by the subjects, checking if they were complete.   

2.3 Analysis and Interpretation 

The purpose is to analyze how the independent variables have influence in dependent variables. The 
general purpose is to determine whether using the Ontology of OOD Knowledge is more effective 
than not use that. Table 1 shows the averages obtained form the experiment. Outliers have not been 
identified. In order to decide how to testing the validity of the hypotheses we evaluated if the data 
follow a normal distribution, the result was normal; and we decide to use a t-student test.  
 
 Group with patterns catalog 

and with catalog of rules 
and its relation with patterns

Group without patterns 
catalog and catalog of 
rules and its relation 

with patterns 

Efficacy in Detection of Rules. 0,64 0,12 

Efficacy in Detection of Patterns not implicated 
by rules. 0,64 0,71 

Efficacy in Detection of Patterns implicated by 
rules. 0,68 0,18 
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Efficiency in Detection of Rules. 0,26 0,04 

Efficiency in Detection of Patterns not 
implicated by rules. 0,08 0,07 

Efficiency in Detection of Patterns implicated by 
rules. 0,18 0,04 

Table 1. Averages obtained form the experiment 

The results confirmed by means of t-Student test that there was a significant difference between the 
two groups, and that the new approach seems to be more effective and efficient for carry out the OOD 
Process. The statistical assumptions of each test were verified, so that, the conclusion validity was 
fulfilled. 

3. Conclusions  

We are conscious that in this experiment we have chosen to experiment with an individual technique 
that could interact with many other development techniques and procedures (“the life-cycle issue”, 
Kitchenham et al., 2002), such as the life-cycle model  (light or weight), the modeling language used 
to express the design artifacts, etc. So, large-scale empirical studies are needed to get conclusions bout 
the effect of the knowledge systematization in the OOD improvement. 
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1. Introduction 
The Unified Process [3] and the commercialized variant Rational Unified Process 
(RUP[1]) is a comprehensive framework for software development projects. RUP 
defines a software development project as a set of disciplines running from start to 
end trough a set of project phases (one or more iterations). A project is performed by a 
group of actors, each having one or more roles. Each role participates in activities 
producing artifacts (results such as documentation, models, code etc.).  
 
However, RUP is as stated a framework, meaning that it is a more or less complete set 
of process elements that has to be tailored to each case (project), no project needs the 
complete set. 
 
Jacobson, Booch and Rumbaugh says in [3] p.416: 
"It [RUP] is a framework. It has to be tailored to a number of variables: the size of 
the system in work, the domain in which that system is to function, the complexity of 
the system and the experience, skill or process level of the project organization and its 
people." Further on they say: "Actually, to apply it you need considerable further 
information." 
 
So, it is clear that RUP needs to be tailored, downscaled and specialized to the context 
of use, based on knowledge. There are at least three overall strategies for doing so: 

1. Specialize the framework for each case, that is, for each project. 
2. Specialize the framework to organizational specific needs. 
3. Specialize the framework to defined types of projects in the organization. 

 
The first strategy require little or no specializing in advance, it implies a 
comprehensive job initially in each project. This can be justified for large projects 
where the methodology specializing constitutes only a small part of the total work and 
where the type of projects vary a lot. The second is the most commonly used strategy. 
However, this strategy only gives you a framework tailored to the organization in 
general. This is suitable if most projects are quite similar, otherwise there is still a 
need of comprehensive specialization to specific projects. The third strategy has the 
highest up-front cost that starts with identifying and describing common project types 
in the organization. However, this reduces the need for the last step adjustment to 
project specific context. It also ensures that focus is kept strongly on project specific 
topics. 
 
This paper focuses on this third strategy and reports the practical work that so far has 
been done in a Norwegian software company. 
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2. Case context 
The case company is a software consultancy house with 45 employees. We have a 
high competence in RUP and some of the employees are RUP mentors. An initial 
interview with five employees with varying project background indicated that the use 
of RUP was variable and that some felt that there was a high threshold for adapting 
RUP to the project and taking it into use. As a consequence, Kantega decided to 
identify and define their typical project types and develop one RUP specialization for 
each type. 

3. Defining project types 
As a basis for specializing the RUP framework into a few variants for typical project 
types we first needed to identify the types and describe them. We found no relevant 
experiences in the literature for doing this so we decided to go for a simple approach 
gathering a team of experienced people in a workshop (half a day). The requirements 
for being a member of this group was that they together would represent practically 
all aspects of software development projects: project management, development, 
maintainance, documentation, customer relations, requirements, architecture and so 
on. This group pretty quickly agreed upon three distinct types of projects. It seemed 
like this was already known to them, although it had never been described 
specifically. The three types was given descriptive names and explained using key-
words: 

1. Greenfield 
- A lot of research 
- Unknown size (time, economy, staff) 
- High risk 
- Never fixed price 

 
2. Push-button 
- Known technology 
- Low risk 
- Known size 
- Usually fixed price 

 
3. Mainstream 
- Uncertainty with respect to system integration issues 
- Known technology 
- Unknown size 
- Moderate risk 

 
This simple overview now represents a common understanding of  the project types 
characteristics and points of distinction based on experience. This process of defining 
these types is a knowledge management process that summarizes experience that may 
be difficult to express otherwise. 
 
This can now be used as a tool to support the process of defining a set of variants of 
the methodology framework, in this case RUP.  
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4. Adapting RUP to defined project types  
By adaptation (of a methodology framework) we mean to deselect unnecessary 
process elements, alter existing ones and maybe add new ones. This job must be 
supported by the following types of knowledge; 

- about RUP itself 
- organization experience 
- about the project  

The project type definitions come into use with respect to the last issue. 
 
After initially having defined the project types, the next step was to define one 
instance of the framework for each defined type. We decided to start out with the 
Mainstream type because this is the most common project type. We arranged a second 
workshop (2 short days) were the participants were actors with varying and 
complimentary experience with this type of projects. We started the workshop by 
presenting and discussing the project type description to establish a common view of 
what is important for this type and what is not. We also discussed each phase and the 
participants made post-it notes with important issues. Examples for the inception 
phase are: "requirements to external systems (integration)" and "change 
management". We did this to make it absolutely clear what the real challenges, and 
need for methodology support are for this project type. After having established a 
common mindset about Mainstream-type of projects we started with a prepared list of 
all process elements from RUP (artifacts, roles and activities), deciding (trough group 
discussions) what to keep, remove or alter. We soon experienced that we was better 
off just focusing on artifacts, the roles and activities followed based on which artifacts 
the group decided to keep/remove/alter. We was not able to complete this group 
process the first day so we had a continuous workshop a few days later. The second 
day, we also involved a RUP-mentor because we had some time consuming and 
difficult discussions the first day when the group had to decide upon process elements 
that was unknown to the group. Remember, the group was put together to have 
maximum experience on this particularly project type, they were not necessarily 
experts on RUP. For example, the group did not know what the artifact "capsule" was. 
Having spent about ten minutes of guessing and searching in the RUP documentation 
we found it to be relevant for real-time system development. It was then easy to 
decide that it should be dropped. Having a RUP-mentor present the second day made 
the whole select/deselect-process much more agile and less time consuming. Having 
learned these lessons, we believe that this workshop could have been done more 
efficient, one day should do it. 
 
After this workshop, we had wider discussions in the company, involving more actors 
to mature the results. The outcome is a RUP adaptation tuned for Mainstream 
projects. Out of the originally list of 187 process elements, the specialized list has 83 
elements. 
 
The next step of the adaptation process is to take this into use in projects. We have 
decided to keep it simple and will not make a RUP Online presentation of the 
Mainstream instance. We believe that just having this list is sufficient (as a checklist), 
RUP templates are found in the full version of RUP Online. 
 

EuroSPI 2004 − I1-C.7 



Session I1-C : SPI and RUP 

This is how far we have come today. The next step is now to repeat the process for the 
two last project types: 'Greenfield' and 'Push-button'. Having done this once, we now 
believe that the two next workshops will be less time consuming. 

5. Conclusion 
Having first decided to use a methodology framework, such as RUP, as a basis for 
defining a specialized software development process you first need to consider your 
development practice. Do you need a common framework for you organization or do 
you need variants for your most common and recurring project types? This is also a 
question of how much effort you want to put into it, up front. 
 
Describing project types can be done using workshops with experienced participants 
with thorough and complimentary experiences with software development in the 
organization. Establishing a common mindset and understanding of the features and 
characteristics of each defined project type is important. 
 
To run the select/deselect process, an expert on the methodology framework is a 
valuable resource to run the process speedy and smoothly. If this resource  is not 
available within the organization it may be brought in from the outside, e.g. 
engagement of a RUP mentor. 
 
Still being within the adaptation process we have no empirical data to validate how 
well the specialized versions of RUP work, which at the end is the interesting question 
here. This work is going on and results from this work are expected in 2005. 
 

6. References 
[1] Krutchen, Philip, An introduction to the Rational Unified Process 
[2] Karlsson, F., Ågerfalk, P.J., Method configuration: adapting to situational 

characteristics while creating reusable assets, Information and Software 
Technology, Elsevier 2003 

[3] Jacobson, I., Booch, G., Rumbaugh J., The Unified Software Development 
Process, Addison-Wesley, 1999 

EuroSPI 2004 − I1-C.8 



 

Tailoring the Unified Process 
 

Christian Stensholt, ErgoSolutions 

Abstract 

The Rational Unified Process, RUP, is a process framework aimed to support the design and 
development of software. The creators of RUP are offering a very comprehensive toolbox in 
the framework. The idea is that the organisation using RUP should tailor the process 
framework to the actual development projects. This tailoring should be based on the 
technology used in the project, the customer and type of customer, the domain in which the 
software will run as well as other characteristics by the design and development. This tailoring 
is an issue in many organisations, IBM/Rational offers though little practical guidance on how 
to plan and conduct this tailoring at that time. 

ErgoSolutions has created its own variant of RUP, named ESUP; ErgoSolutions Unified 
Process. The current version is at the moment covering all the different projects run by 
ErgoSolutions. This paper will describe ESUP as it exists by now. The paper will also describe 
the process within ErgoSolutions leading to the current version of ESUP. Researchers from 
the SPIKE project have studied the use of ESUP, and the paper will present some of the 
results. Finally the paper will describe Fisken (“The Fish”)1, which is the project management 
process framework in use in ErgoSolutions. The motivation for doing this is that Fisken and 
ESUP are both supporting the accomplishment of software development projects in 
ErgoSolutions.  The paper will emphasize the importants to have good implementation plans 
and stick with the plans. 

Keywords 

Unified Process, RUP, method adaptation. 

1 Introduction 

The development division in ErgoSolutions has used Rational Unified Process for several years since 
the break through for objective oriented software development in the middle of the nineties. The use 
was fractional and mostly used by enthusiasts.  There were discussions between supporters of more 
traditional project methods as Goal Directed Project Management (GDPM) and supporters of RUP. 

In the spring 2002 we started the work to tailor the Unified Process to our organization. We have two 
processes in our quality management system concerning software development, a project 
management process framework (Fisken) and  ESUP based on RUP. 

This article describes the work of creating the processes, how we implemented the processes and 
some experiences with the implementation and use of the processes. 

 

 

                                                      
1 „The Fish“ is a Cause and Effect Diagram also known as the fishbone diagram, hence the name 
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2 Company description 

ErgoSolutions is a company in ErgoGroup, owned by Norway Post. ErgoGroup has about 2000 
employees and ErgoSolutions about 300 employees. 

ErgoSolutions  develops, integrates and administers business critical IT systems for major 
organisations. The company provides services spanning the entire lifecycle of the IT project: from 
initial advice and analysis to project management, software development and efficient application 
management.  

ErgoSolutions offers customers solutions for structuring and improving their system architecture. We 
also offer integration between legacy systems and new system architecture. Another important service 
area is administration of existing and new application portfolios, which contributes to increased quality, 
productivity and cost-effectiveness. 

ErgoSolutions has skills and experience  within content administration, secure electronic interaction 
and messaging. 

Our customers are large companies in the public sector as Norway Post, banking and finance. We 
also operate withing the private sector.  

3 ESUP – the specialized UP 

ErgoSolutions has been certified to ISO 9001 for several years. In 2002  we were recertified according 
to ISO 9001:2000. This standard promotes the adoption of a process approach when developing, 
implementing and improving the effectiveness of a quality management system and continous 
improvement of the processes. 

The ISO-process approach made it easier to  get support for a software development process. Today  
ESUP is one of four core process in our quality management system. The other three core processes 
are sales and marketing, project management (The Fish) and application management. 

 

 
Figure 1 

Some of the criticism against RUP has been that it is very comprehensive and has been growing 
bigger and bigger and is covering larger parts of software development. It might seem that IBM 
Rational has taken this criticism into account since the latest release of the software has focus on 
tailoring the process to the individual project. 
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At the time ErgoSolutions started to develop ESUP this was not supported in the current version of the 
RUP. 

RUP has a large number of artifact templates, description of roles and disciplines. The making of 
ESUP started with a workshop. We gathered resources with knowledge and experience with RUP and 
project experience from the whole organisation. The objective for the workshop was to bring forward 
our own experience with RUP and bring down the number of artifacts and roles and assess the 
necessity for all the disciplines. The workshop did not have the authourity to decide, only to propose. 

Several views were put forward and everything was documented on big sheets of wrapping paper on 
the wall and post-it notes. Sometimes opposite views were voted on to eliminate artifacts and roles. 

After the workshop we had collected much experience from project work and software development in 
our company. 

The next step was to refine the result of the workshop. This was done by an internal group consisted 
of senior project managers, the project director in ErgoSolutions and a web-designer. 

The result was a website describing the development process. Very much is similar to RUP, the same 
four phases; we omitted the Business Modelling discipline used in RUP. The changes are bigger when 
it comes to roles and activities. First of all we have tried to reduce the number of roles and tailor the 
description of the role to our own experience and needs. 

All the artefact templates are offered, but only a small number is made mandatory. Some more are 
translated to Norwegian. 

ESUP is mandatory for all projects with more than 2000 work hours. For small projects (between 500 
and 2000 work hours) we have a simple description formed as a software development plan. Projects 
less than 500 work hours don’t have to use ESUP. 

4 Fisken – the project management  framework 

While ESUP describes the SW-development process, Fisken describes a project management 
process. The project process contains a time axis and shows the steps we have defined to carry out in 
a project in ErgoSolutions regardless of the type of development process. The steps are shown as 
fishbone in a fish (Cause and Effect Diagram).   

The purpose of a standardized and uniform project process is primarily to contribute to an efficient way 
of conducting projects in ErgoSolutions . To carry out projects within a big company it is necessary 
that the principles to establish, implement, do quality assurance and complete the project are uniform 
and practical. It is also necessary that some important routines with templates are used. Good 
processes are also a good sales argument. 

The Project Management Office in the company defined this process. 

 

 

 

 

 

 

 

 

Figure 2 A simplified version of the Fish 
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All projects in ErgoSolutions are imposed to follow the guidelines for project management and project 
work as described in the Process. That however, doesn’t mean that all projects have to do everything 
as described in the process. The idea is that the each project has to adjust the use of the process to 
the size of the project and its complexity. 

On each fishbone activities, marked with red text if mandatory andblack text if  optional . Behind every 
activity there is a link to documents and specifications (The activities are not shown in the simplied 
figure. Some examples of mandatory activities are “Election of project manager”, “kick-off meeting” on 
the fishbone “Initiate project”). 

For smaller projects (between 500 and 2000 workhours) we use a smaller prosess called Gullfisken 
(Goldfish). For prosjects less than 500 workhours, we use an even smaller process called Reka 
(Shrimp) 

Fisken is the administrative project process in ErgoSolutions. ESUP is the software development 
process. They are both accommodated to Goal Directed Project Management method, which the 
Fisken is based upon. We tried to make the processes independent of each other to make it easy to 
exchange one of the processes without having to change the other. We also looked for inconsistency 
and overlap between the two processes. 

Fisken is a tool for the project manager though the lifecycle of a project providing guidelines for plan-
ning, managing, reporting and to manage deviation. Through the lifecycle the project manager has to 
go though five mandatory checkpoints to assess the project (represented by the triangles). Unlike the 
Fish, ESUP describes the process for developing the system to be made for all of the project mem-
bers. 

5 Experiences 

To implement the processes in the organizations we pointed out three assumptions: 

• It is necessary to have a firm foundation in the management on all levels 

• Measure the process improvement 

• Efficient tool support 

We made a plan to implement the process in the organization, what we did: 

• Performed a mini-assessment with external help based on the Best Practices in RUP. The 
assessment focused on three areas:  

 Requirement management,  

 Change and configuration management  

 Iteration planning 

• Selected three pilot projects 

• In-house training for the whole  organization and spesific training for the pilot projects 

• Carried out 8 workshops for the pilot projects based on the mini-assessment 

• Hired a mentor for the biggest pilot project ( >35 000 work hours) 

The pilot projects got a good start. The biggest project was loyal to ESUP through the whole project 
(Finished in june 2004).  

Soon after we had started the implementation of the processes the IT-crisis came. Few new projects 
were started and the focus changed from processes to cost reduction. The consequence was lack of 
foundation in the management and the plans for measurment of process improvement disapeared. 
And of course there was no budget for tool investments. 

We also lost the focus and new projects got no support in implementing ESUP. We did not lose focus 
on “Fisken” in the same way, because one of the purposes with “Fisken” is to report project status and 
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keep an eye on the project economy. 

So we kept focus on economy, if the project was on time and budget, but lost focus on efficiency in the 
projects. 

After a period of almost two years we have experienced that fewer people mastered ESUP than 
expected. 

We have tried to adjust ESUP to each project and to adapt new changes and experience to ESUP. 
We have also seen that projects change from traditional development project til portal project and 
integration projects. ESUP has to adapt these changes as well. 

Despite the reduced focus on intruducing ESUP and evaluating the effects, some projects have used it 
lately. The decission to use ESUP, in each case,  is based on personal interests and a belief in that it 
will support the project, it is not mandatory 

By early 2004 ErgoSolutions joined the research program SPIKE and initiated an activity to improve 
ESUP and increase the use of it. As a part of this work an investigation of the latest experienceses 
with ESUP was conducted. Eight recent projects were analyzed by interviewing project participants, 
mostly project leaders. The scope of the interviews was to document the degreee of use and how well 
it had worked, or possibly, how bad it had worked to identify areas of improvement. The interviews 
also looked into the use and experiences with Fisken, the project management framework. 

Of the eight projects, six of them used ESUP. The interviews were analyzed to determine the degree 
of use which was defined as either extensive, medium, little or none. Similarly, the interviews was 
analyzed to determine the degree of use for Fisken, using the same scale. 
 
ESUP degree of use Fisken degree of use 

 
Extensive:  3 
Medium:  2 
Little:  1 
None: 2 

Extensive:  8 
Medium:  0 
Little:  0 
None: 0 

 

The respondents of the six projects using ESUP was also asked to evaluete how well ESUP and 
Fisken worked in the projects. We registered both statements that indicated that it had worked well 
and worked not so well. This evaluation was categorized using a scale from very well, medium or bad. 
Of the six projects using Fisken, we only got data on 5 projects (one of the interview respondents was 
not a PL and could not answer). 

 
ESUP, how well it worked 
(6 projects) 

Fisken, how well it worked  
(5 projects) 

Very well  4 
Medium 4 
Bad 1 

Very well 2 
Medium 3 
Bad 1 

These figures gives us a rough overview of the use and effect of ESUP and Fisken.  

6 Conclusion 

We carried out a good process making ESUP, engaging av lot of people. We made good plans to 
introduce the process to the organization. We had lectures, pilot projects, hired mentors and had 
assessments to point out the main tasks. 

Processes as RUP has a tendecy to become too comprehensive because software development is 
complicated and processes as RUP have to take many considerations. That makes it even more 
important to tailor the process to your own organization. It is important both to take care of the basic 
idea of Unified Process and  take into consideration own experience and history and to collect 
viewpoints from other corresponding processes as agile processes (agile modeling and XP) 
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It is very important to have good introductions plans and to point out assumptions to succeed. And 
more important, stick to the assumptions. 

Our mistakes were that we did not kept a firm foundation in the management on all levels. We did not 
got approval to measure the effects of the process by using methods as CMM or SPICE. 

The IT-crisis contibuted very much to change the focus from efficient software development to cost 
reduction. 

Both ESUP and Fisken are mandatory in all project with more than 500 work hours, but the use of 
ESUP is really voluntary in ErgoSolutions today. The motivation for using ESUP is very individual 
among the project managers. Our experiences with ESUP (and Fisken) so far indicates that it 
definitely has a value, but that it still can be better adapted to the organization. Ergo will tailor ESUP 
further to different project types within the company. 
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Abstract 

This paper gives an account of a case study in the software developing part of a large pharmaceutical 
company. Three improvement efforts were undertaken. The first two failed mainly due to rigid process 
focus and two much reliance on normative models. The third effort succeeded because the effort went 
beyond traditional software process improvement and included change management and knowledge 
management mechanisms. The paper discusses the findings from the case in relation to literature on 
organisational change and knowledge management. Finally the paper concludes with four lessons 
learned: Lesson 1: SPI is a knowledge creating process and should be treated as such. Lesson 2: Keep 
the SPI effort oriented towards the practitioners. Lesson 3: The SPI developers shall see themselves as 
service providers. Lesson 4: If you don’t measure you don’t know! 
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1 introduction 

Software Process Improvement (SPI) has become a very popular way of improving a software devel-
oping organization’s ability to develop software. According to the common wisdom on SPI the way to 
do it is the following. First you assess your organizations current capability to develop quality soft-
ware. Second, based on the assessment results, you derive a stepwise and focused strategy for improv-
ing the organizations capability. You then make improvement efforts an integral part of your organiza-
tion’s long-term goals. And then the result will be in an increase in both the organization’s quality of 
services and the productivity. 

This common wisdom of SPI is certainly appealing, and it has inspired many software organizations to 
engage in improvement initiatives. However, many organizations struggle to meet expectations, and 
many eventually fail. 

If we take a closer look at what the organizations actually do we find that quite many organizations 
use a normative model to guide their SPI effort. The most popular normative SPI model seems to be 
the Capability Maturity Model – often just called CMM (Paulk et al., 1993) having more than 2800 
appraisals in organizations officially reported. (Software CMM, 2003).  

The CMM describes the process capability of software organisations at five levels. The higher the 
process maturity, the lower the risk, and the higher the productivity and quality become. The idea is 
that an organisation at a higher maturity level will perform better than one at a low maturity level. The 
model provides a roadmap for moving from an ad hoc process culture to a culture of process discipline 
in which there is continuous process improvement. Each maturity level in the CMM is composed of 
several KPA and each KPA is organised into five sections called common features. The common fea-
tures specify the key practices that, when collectively addressed, accomplish the goals of the key proc-
ess area. 

1.1 The maturity levels in CMM 

The first level is the initial level, which has no requirements. This level is consequently often de-
scribed as an ad hoc level. The software process capability of a level 1 organisation is unpredictable 
because the software process is constantly being changed or modified as work progresses. Schedules, 
budgets, functionality, and product quality are generally unpredictable.  

The second level is the repeatable level. Here, the focus is on getting software project management 
under control to track costs, schedules, and functionality. The necessary process discipline should also 
be in place to repeat earlier successes in projects with similar applications and to avoid past failures. 
The software process capability of level 2 organisations can be characterised as disciplined because 
the planning and tracking of the software project is stable and earlier successes can be repeated.  

Level 3 is the defined level, and the focus is on standardising the processes used in the software pro-
jects across the entire organisation. This requires the creation of defined processes as a basis for con-
sistent implementation and better understanding. All projects use an approved, tailored version of the 
organisation’s standard software process for developing and maintaining software. The software proc-
ess capability of level 3 organisations can be characterised as standard and consistent because both 
software engineering and management activities are stable and repeatable. At level 3 management has 
good insight into the technical progress of all projects. Costs, schedules, and functionality are under 
control, and software quality is tracked.  

The most significant quality improvements, according to the CMM, can begin when the organisation 
at level 4 (the managed level) has initiated comprehensive quantitative measurements to ensure that 
the software processes operate within statistically predictable limits. At this level, the software process 
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capability of the organisation can be characterised as predictable because the process is measured and 
operates within measurable limits. Detailed measures of the software process and product quality are 
collected. Both the products and software processes are quantitatively understood and controlled. On 
level 3 the software products are expected to be of a predictably high quality. 

At level 5 (optimised level), the entire organisation is focused on continued process improvement 
based on quantitative data from level 4. The software process capability of level 5 organisations can be 
characterised as being in a state of continuous improvement. Improvement occurs both by incremental 
advancements in the existing process and by innovations using new technologies and methods. At this 
level, the organisation is typically characterised by a focus on continuous process improvement. 

 

1.2 The IDEAL model 

On top of the CMM model the IDEAL model was developed (McFeeley 1996). In this model we find 
a suggested way to organize an SPI initiative in five steps: 1) Initiating the SPI effort, 2) Diagnosing 
the capability of the organisation, 3) Establishing the needed resources for the further improvement 
efforts, 4) Acting for improving or creating new processes, 5) Learning from the SPI efforts done 
through this circle. The idea is that the SPI efforts should be planned and organised as one project 
going through the IDEAL phases to complete one circle and continue again in a new circle of im-
provement activities later on.  

 

1.3 How the remainder of the paper is organised 

The paper will be developed as follows. In section 2 we will give an account of the case study research 
methodology that we used. In section 3 we give an account of the case study at AstraZeneca R&D 
(AZ) Mölndal in Sweden within a software development department called DevIS (Development IS) 
in three parts, one for each improvement effort. In section 4 we discuss the learning from the case, and 
relates our findings to change management and knowledge management literature. And finally in sec-
tion 5 we summarise and conclude the paper. 

2 research methodology 

The rationale for the research methodology arises from the exploratory nature of this study: The dis-
covery of concepts in an arena that is not well studied. Originally we were concerned about efficient 
and effective SPI.  However, the rationale shifted toward the need to study the emergence of organisa-
tional change and knowledge management. These requirements were satisfied by a research design 
that involved a longitudinal, embedded, single case setting (Yin, 1994).  The setting is a single case, 
centered on software process improvement in a large Research and Development Unit within AZ. One 
of the authors worked as Head of Quality Management in the organisation whereas the other author 
had no other relationship with this company outside of the study.  

Data was collected by the author working in the organisation in the period 1998-2003; less systemati-
cally in the beginning and more elaborate and systematic towards the end of the period. We analyzed 
this set of data seeking an answer to the question "Why is this SPI initiative failing despite the fact that 
common wisdom on SPI was followed?” As the case developed over time, the researchers were in-
creasingly drawn to focus on organizational activities that implemented organisational change and 
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knowledge management processes. The following narrative of our findings describes the case, and 
then discusses the activities beyond common wisdom on SPI. 

3 Case: SPI at AZ 

AZ is a large pharmaceutical company that was formed in April 1999 by the merger of two companies. 
AZ has more than 50,000 employees worldwide. Research and development (R&D) takes place in 
Scandinavia, UK and the USA. The company has close to 10,000 R&D people. In 1999 the investment 
in R&D was US $2 billions. Thus it is fair to say that AZ is a very research intensive organisation. 

In the pharmaceutical sector many regulatory authorities require pharmaceutical companies and their 
software organisations to comply with GXP (Good Manufacturing Practice, Good Clinical Practice, 
and Good Laboratory Practice) rules. GXP rules are the authorities’ quality requirements to pharma-
ceutical companies for ensuring patient health, the quality of processes (e.g. clinical studies or soft-
ware development) and the quality of products (e.g. tablets or software).  

One fundamental requirement is that software organisations must be able to show the authorities, in 
documented evidence, that software development activities (e.g. software change control, software 
validation, and data processing and storage) are being performed in compliance with quality require-
ments. Therefore every software project regulated by GXP requirements should carefully apply all 
quality rules and be able to show by documented evidence that the software is compliant with the re-
lated GXP requirements.  

Years ago AZ adopted standard operating procedures (SOPs) that explicitly describe how the com-
pany’s software quality rules should be addressed in software projects. These SOPs should be ap-
plied in all software projects regulated by GXP requirements. 

3.1 The first improvement effort 

The first attempt to improve quality started early in 1998. The idea was quite simple; gather all quality 
rules in use in the organisation and make them available to everyone through AZ’s intranet. The work 
was organised and performed as two main activities: 1) gathering the quality rules, 2) designing the 
intranet solution.  

The first activity was mainly focused on studying authority’s home pages, AZ company’s quality 
standards, and to a certain degree describing how to handle some quality issues. The intranet solution 
was designed as a very long e-document which was made available through the intranet.  

The results of this first improvement effort was presented in its first version (in reality more of a proto-
type) to the management team of the software developing part of AZ - called Development IS (De-
vIS). The feedback was to carry on with the improvement effort, trying to focus on specific issues. For 
example the management team asked for issues related to software maintenance with specific focus on 
quality management to be addressed.  

However, the first improvement effort stopped here. The reason was that software developers and 
people responsible for software quality couldn’t use the first version due to its prototypical appear-
ance. For example large amounts of information were at too high a level of abstraction, and the archi-
tectural design – one long e-document – was not user friendly. 
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3.2 The second improvement effort 

Later the same year the second improvement effort took place. This time the effort was focused on 
studying a part of the AZ organisation doing software maintenance and documenting their work as 
best practice. 

This second improvement effort was organised differently, with three main parts. Interviews and direct 
observation was used to gather data on how software maintenance was done. Another part of this sec-
ond effort was focused on analysing and structuring the information that had been gathered in the first 
– failed - improvement effort. The third part was focused on designing a more user-friendly intranet 
solution for making the gathered information available.  

The project group carrying out this second improvement effort was quite focused on documenting the 
work of the maintenance organisation and designing a better intranet solution. They were so exited 
about the efforts and the results that they never asked: what shall we do when we have the results, how 
shall we go further, what do we need to maintain the product and so on.  

The second improvement effort took 4 months and resulted in an intranet page including two parts: 

1) The best practice part, describing the best way of working with software maintenance activities.  

2) A more structured information database addressing quality rules and to some degree how to deal 
with some specific quality issues. 

The result was presented both for the management team of the organisation and for all practitioners in 
a department meeting. Some people started looking at the intranet solution to get ideas for addressing 
practical problems in different software projects, and probably a few found what they were looking 
for. But use of the intranet solution was very sparse, and after some months updating and maintaining 
the site was stopped due to the lack of resources and management support. So also the second im-
provement effort was a failure. 

3.3 The third improvement effort 

Early in 1999 the results of an informal problem analysis showed that the software organisation’s 
software project practice needed improvement. There was also a need to provide guidelines to under-
stand the SOPs and the GXP rules. Many practitioners working in different software projects pointed 
to this subject for improvement by sending e-mails to an analysis group responsible for gathering 
software professionals’ ideas for improvement. Management at that time did not have detailed knowl-
edge of the depth of the problem or how to improve the software project practice. 

At this point AZ had the experience of the two unsuccessful attempts and wanted to “do it right” this 
time. People in AZ had heard about successful results in other organisations using SPI and the CMM 
for improving the capabilities of software organisations. After further study of the SPI literature the 
need of using two approaches for the improvement activities became clearer: 1) a structured and sys-
tematic model for planning organising, analysing, and improving software practices, 2) a model for 
focusing specifically on software project problems.  

After meetings with the director of DevIS and an SPI expert to discuss different approaches to im-
provement activities it was decided to start the third improvement effort using the IDEAL model for 
planning, organising, and running SPI activities, and using the CMM to focus on level 2 key process 
areas. 

The first step was to establish the SPI project organisation and diagnose the current maturity level of 
DevIS’s software projects through a CMM-based appraisal. On the basis of the results of the appraisal 
a report with suggested improvements were produced in October 1999. The report suggested six im-
provement activities, with a specific focus on software documentation and software validation to sat-
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isfy one important quality requirement, namely that the pharmaceutical industry must document all 
software engineering activities to comply with health authority regulations. In the case of inspections 
the company must be able to show documented evidence that a specific task, e.g. that implementation 
of change in a software product, has been done in accordance with predefined standard procedures.  

As the next step, an improvement plan was created and the SPI working group started to work on im-
provement activities, which resulted in the creation of three new guidelines: a software documentation 
guideline, a software validation guideline, a software change control and document version control 
guideline - and developed the template library. 

The newly created software guidelines were presented to the steering committee and further modified 
on the basis of the committee’s feedback. Furthermore a MAP analysis (Aaen et al., 2001) was con-
ducted to better understand the nature of our SPI project and to be able to plan and conduct further SPI 
activities. 

An implementation plan was created to address the issues related to change management and pre-
sented to the steering committee. The steering committee of the project accepted the refined software 
processes and the implementation plan and decided to implement the processes throughout DevIS. 

The acceptance of the software processes and the decision to implement them throughout the whole 
organisation was a first important milestone for the initiative. The implementation activities were 
scheduled to take place between August 2000 and June 2001. One important aim was to change the 
context in which the new software processes should operate. Therefore, among other activities, a 
trainee program was scheduled for all practitioners at DevIS. The implementation phase also included 
further improvement activities in which the processes would be enhanced on the basis of experience of 
using them in practice. The implementation phase aimed to result in a new version of the software 
processes in June 2001. 

To support knowledge sharing in the organisation a knowledge management strategy was adapted to 
address issues related to transferring different types of knowledge. This strategy included the use of 
such diverse things as training sessions, networking facilities, and an electronic process library. 

4 Discussing case findings 

After the third improvement effort a second CMM appraisal was carried out to find out whether the 
new processes had resulted in any improvement. The appraisal results showed that the maturity of the 
organisation had improved by 36% in comparison with the first appraisal in 1999. 

Thus the third improvement effort was declared successful. The reason for the success was presuma-
bly the definition of a change process and a knowledge management strategy on top of the traditional 
SPI effort.  

Furthermore this inclusion of change management and knowledge management beyond SPI has now 
become the way of working within the AZ organisation. Today the second version of the software qual-
ity framework has been developed as the result of a fourth improvement effort. And a culture of con-
tinuous improvement work has been cultivated within the software organisation. 

4.1 Change management as part of the improvement effort 

The primary goal of SPI efforts is to change the practice of software work to the better. Software work 
is often organised as different size projects including different numbers of people following a process 
aiming to reach a goal within a certain period of time. Changing from one situation to another requires 
changing the behaviour of the software developers.  
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Many researchers have approached change and discussed different models for addressing how organ-
isational change should be planned and performed (see Collins 1998, Hall 1997, Weinberg 1997, and 
Burnes 1992). According to Collins (1998) change models generally can be divided into two broad 
categories: 1) under-socialised models, which have a rationalistic and planned stepwise view to 
change. Through such models problems are identified, the possible solutions are selected and pre-
ferred, action is planned and occurred, and change has been monitored. This approach reminds of 
McFeeley’s (1996) IDEAL model through which problems are identified and prioritised as result of an 
assessment and action is taken to plan and perform improvement efforts. 2) Over-socialised model, 
which have an interpretative approach to change through which goals should be clarified, communi-
cated and understood by people. This approach is focused on creating an engaging environment in 
which individuals are the engine behind the change process for overcoming resistance to change 
(Collins 1998, Weinberg 1997).  

Ebrahimpur (2002) means that in order to cope with dynamics of change organisations should improve 
their ability to effectively manage and apply knowledge. She proposes that change should be analysed, 
not just from a rationalistic stepwise point of view, but also from a point of view to understand What is 
to be changed, Why things should be changed, and Who is to be benefit from this change. She further 
argues that a consequence of this approach would be that improved routines and processes are de-
signed with consensus as the road map, resulting in improvements as part of practitioners’ daily work.  

Looking closer at the improvement efforts at AZ we realise that both the IDEAL and the CMM model 
support addressing Ebrahimpur’s first question to some extend, i.e. What should be changed? Using 
the IDEAL and the CMM one can establish the current maturity level of the organisation and identify 
the problem areas and further prioritise the improvement activities. But neither the IDEAL nor the 
CMM go beyond this step and discuss in detail the importance of preparing activities and steps needed 
to be taken to make clarity for the practitioners and the whole organisation about: 1) Why this change 
process has been initiated and, 2) What is the overall goal of the change programme setting in relation 
to other factors like organisations business goals and company’s overall goals. This effort needs in-
volvement of higher management level into the SPI effort and certain communication channels for 
performing pre-SPI efforts to create clarity for all practitioners within the organisation about the 
means of such initiative. 

The learning from the AZ case, and one important reason why the third improvement effort succeeded, 
is that you should ask and answer the following questions before engaging in an improvement effort:  

What is the relation between the SPI-effort’s and the organisation’s and company’s 
overall business goals? 

What is the reason that this SPI effort has been initiated? 

What is the expected impact of the SPI effort on the organization? 

What is the expected impact of the SPI effort on the software developer’ daily work? 
Furthermore when the improvement effort have started and the process improvement activities have 
resulted in the creation of new or improved processes it is important to identify Which are the target 
groups and Which services are needed to facilitate the implementation of new processes in reality, i.e. 
How to transfer the new created knowledge to Whom and When? 

4.2 Knowledge management as part of the improvement effort 

An organisation’s software development practices are based on the knowledge and competencies of its 
practitioners and managers (Arent and Nørbjerg 2000). Mathiassen et al. (2001) argue that SPI efforts 
depend on the implicit, individual knowledge of practitioners in an organisation. To change software 
development practices, the organisation should improve the practitioners’ existing knowledge (both 
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theoretical and practical) of its software practices. Knowledge about the new processes should thus be 
made available on different organisational levels. 

One major challenge for organisations working with SPI efforts is hence to create strategies and 
mechanisms for managing knowledge about software development. Other studies have argued for and 
illustrated the usefulness of applying Knowledge Management (KM) to SPI (cf. Arent and Nørbjerg 
2000, Nonaka and Takeuchi 1995, Baskerville and Pries-Heje 1999, Kautz and Thaysen 2001, Mathi-
assen et al. 2001, Arent et al. 2001). These studies indicate that the issues related to knowledge crea-
tion, modification and sharing have important roles in SPI initiatives, but to understand where and 
how to use KM insights to improve SPI practice we need to experiment with and further develop dif-
ferent KM insights in SPI practice.  

Our finding from the AZ case is that an SPI effort should start by identifying and documenting the 
fundamental reasons of change. It is important to understand why the change process is initiated. This 
identifying-reasons-for-change work should be initiated by the management and the result should be 
communicated to all practitioners. In the identification of reasons the four questions above (see section 
above) will also be useful. Until the answers are communicated, understood, and accepted by the prac-
titioners you don’t have a stable ground for planning and performing an SPI project.  

Generally in an SPI effort two types of knowledge are created:  

1) the process knowledge which deals with the fundamentals of SPI such as: management of SPI 
initiatives, how such an initiative should be guided and issues related to SPI’s focus on target 
(s) (see Aaen et al., 2001), and 

2) Software Engineering knowledge such as: project planning, quality assurance, change control, 
and configuration management (see Pressman 1997).  

As long the SPI project goes on the amount of knowledge being created is rising. For better managing 
and applying the created knowledge our AZ case gave evidence that a knowledge management strat-
egy should be developed early in the project. This strategy should be based on organisation’s knowl-
edge management needs and we suggest that it includes both codified and personalised approaches (cf. 
Hansen et al. 1999, Mathiassen & Pourkomeylian 2003).  

A codification strategy is based on a cognitive model through which the focus is on codification of 
knowledge objects that are stored on databases from which they easily can be accessed and used by 
practitioners in the organisation (Swan et al. 1999).  

In contrast, the personalised strategy is based on a community model which provides a perspective in 
which knowledge is closely tied to the person who creates it and is mainly shared through direct per-
son-to-person contacts (Swan et al. 1999). Further, on the basis of a KM strategy different facilities 
should be developed to support knowledge sharing in the organisation, e.g. role based electronic proc-
ess libraries including a search mechanism can support the knowledge sharing activities for codified 
knowledge and make right information available and accessible to the right person within a very short 
time. Networking facilities, such as training sessions, workshops, coaching efforts can be adopted to 
support sharing of personalised knowledge within the organisation. 

5 Conclusion 

Insights from the analysis of our case at AZ shows that organisational change management and 
knowledge management can be used to support traditional approaches to SPI. In short we found the 
following four lessons to be important: 

Lesson 1: SPI is a knowledge creating process and should be treated as such. An SPI effort is a huge 
knowledge creator process. Therefore it is important to put knowledge management in focus rather 
than process improvement. In practical terms this means more focus on addressing issues for knowl-
edge creating, modification, and sharing. Addressing KM issues will lead to better understanding of 

EuroSPI 2004 − I1-D.8 



Session I1-D: SPI Case Studies 

the Whats, the Whys, and the Hows in the organisation and gains practitioners support and commit-
ment to change and reduce resistance to change.  

Lesson 2: Keep the SPI effort oriented towards the practitioners. To better aim the right knowledge at 
the right person using the most effective knowledge sharing mechanism the knowledge sharing needs 
of practitioners should be identified. Further the organisations KM strategy should be evaluated and 
based on the evaluation and identification of the characteristic features of the knowledge being shared 
a KM strategy should be developed and implemented. In this way different effective knowledge shar-
ing channels will be developed to support knowledge transformation to different practitioners to sat-
isfy their specific knowledge requirements. 

Lesson 3: The SPI developers shall see themselves as service providers. To facilitate an effective im-
plementation the SPI team should become a service provider offering different services to support an 
effective implementation of the new processes in the whole organisation. The team should offer dif-
ferent services e.g. training, consultation, advisory, coaching, and measurement to make new proc-
esses work in reality. The benefit of this action is that the SPI efforts continuous working near practi-
tioners, support an effective change process, and creates an environment for further improvement ef-
forts.  

Lesson 4: If you don’t measure you don’t know!. To improve the practice of SPI and further improve 
the quality of the new or improved processes measurement should performed in continuously way. At 
least two levels of measurements should be performed to support continuous improvements: 1) 
measuring the effectiveness of the KM mechanisms in facilitating the knowledge sharing process, 2) 
measuring the effect and the usability of the new or improved software processes in reality. Further-
more improvements in the organisation should be based on the results of these measurements, which 
support cultivation of a continuous improvement culture in the organisation. 
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Abstract 

The Northern Ireland (NI) software development survey was developed by the Centre for 
Software Process Technologies (CSPT). CSPT was established in September 2002 and is 
jointly funded by Invest Northern Ireland (an economic development agency) and the Univer-
sity of Ulster. One of the centre’s early priorities was to obtain an understanding of current lo-
cal software engineering practice. The vehicle chosen to obtain this information was a ques-
tionnaire, administered through face-to-face interviews. Key personnel in fifty-six software de-
velopment organizations were surveyed in this way. This paper presents a subset of our find-
ings with a focus on quality and software process improvement issues in NI software devel-
opment organizations. 
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Software industry survey, process area issues, process improvement and quality issues. 
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1 Introduction 

From a business perspective there have been studies of the NI software industry carried out by or-
ganizations such as local trade associations [1] but no detailed technical perspective of the industry 
has ever been produced. While some surveys provided a clear indication of ‘who was doing what’ in 
terms of software production there was little about how this was achieved in a technical or quality 
sense. The CSPT needed to understand these processes because one of the centre’s objectives is to 
assist software development organisations in NI with their software process related needs; the survey 
then seemed like an obvious initial task.  

2 The Structure of the Survey 

During the period September 2002 to June 2003 the survey data was collected. It was then analysed 
over the period from July 2003 to September 2003. The survey targeted only companies who engaged 
in working on all or part of the software development lifecycle. It was also important that we engaged 
the senior people in the company as the survey may not have been completed accurately by other 
staff.  

NI has approximately 110 software companies that develop software either as a prime business activ-
ity or as an important part of their business function. The following categories of company participated 
in the survey:- 

• Indigenous: NI (home grown) software company for which the main part of their business is soft-
ware development; 

• Multinational companies whose main business is software development;  

• Any company whose main business is not software development but nonetheless engage in life-
cycle activities (these might include banks, civil service or smaller businesses developing software 
in a more limited capacity). 

The survey was extensive in its scope encompassing more than half of all of NI’s software develop-
ment companies, which together employ 80% of NI’s software engineering employees. 

3 Survey Findings 

3.1 General Issues. 

It emerged that even though 71% of the software companies in NI are indigenous, they only employ 
40% of the entire software engineering workforce. Other companies employ 60% of the NI software 
engineering workforce. It appears that even though the multi-nationals make up only 12% of the num-
ber of overall software companies, significantly they employ 52% of the NI software engineering work-
force. The majority of software companies in NI tend to be small, with two thirds of the software com-
panies in NI employing less than 20 people on lifecycle activities. 

Using the Republic of Ireland (ROI) [2] software industry as a yardstick it is possible to envisage what 
growth NI might have achieved within the software industry. The NI software industry employs ap-
proximately 7600 people across approximately 110 software companies. By way of context, the ROI 
has 800 software development companies that employ more than 25,000 people. In terms of popula-
tion, NI has 1.5 million people and the ROI has 4 million people. Accepting the recent downturn in the 
software economy since the ‘September 11th’ disaster, and applying ROI statistics to NI, one might 
expect NI to have 9400 people employed in the software industry. Therefore, the NI software industry 
is only 75% of the size that it should be if it had realized the same growth. 
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3.2 Quality and Software Process Improvement Issues 

Due to the slowdown in the world economy training is one of the areas that companies have cut-back. 
In terms of the fifty-six software companies surveyed the average number of days training per year 
planned for each software employee was approximately six days. In the case of indigenous compa-
nies one-third assign training only on demand, with over half receiving no more than three days train-
ing, and only 13% receiving more than six days training (see figure 1).  

21%

16%

31%

21%

7%
2%2%

No set time
1 to 3 days
4 to 6 days
7 to 10 days
11 to 15 days
16 to 20 days
21 to 25 days

 
Figure 1: Training 

This presents an issue for maturity, especially as management principles need to be in place for any 
software company to be at the lowest levels of maturity in any of the capability maturity models used in 
the global software industry. The reality is that despite some good intentions and the position taken in 
strategic documents, most employees in NI’s indigenous software companies have received little or no 
training within this past two years. 

Approximately half of the software development companies surveyed have a team or person who is 
dedicated to ensuring quality assurance throughout the organization, with only 43% of indigenous 
companies having a dedicated quality team. These statistics initially give the impression that quality is 
not given enough priority within the NI software industry. However upon analysis of these statistics it 
emerges that 86% of companies with more than ten software employees have a team responsible for 
quality, therefore reflecting that assigning someone to concentrate entirely on quality within a small 
software development organization is a large overhead in comparison.  

For small organizations each person may be given individual responsibilities for ensuring quality. The 
exception to this is in small companies where there is a mandatory standard and in this case it is con-
sidered important to have a dedicated quality team. There is a generally a low awareness of the need 
to address quality and significant differences between how different companies define quality. Larger 
companies and companies with mandatory standards place more emphasis on adhering to quality 
standards and procedures than smaller companies without any procedures in place, for some of these 
smaller companies quality is simply based on meeting the requirements. 

38% of the companies surveyed adhere to a mandatory standard. A mandatory standard means that 
products can only be marketed if compliance and approval have been obtained from the appropriate 
regulatory standards bodies. Mandatory standard compliance varied greatly depending upon which 
market sector the company belongs to.  Sectors adhering to these standards typically tend to produce 
life critical, real-time or highly secure systems. 

All of those companies requiring a mandatory standard have of course obtained that standard and in 
addition three-quarters of these companies have achieved ISO9001 accreditation. But the situation is 
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different when it comes to other non-compulsory standards, with 50% of all companies and 47% of 
indigenous companies being certified to ISO9001. Evidence obtained during the survey suggests that 
ISO9001 is a hurdle for many indigenous companies and is not viewed as having a continuous im-
provement effect and is instead viewed as simply a badge for marketing. 

Large software development companies stressed the fact that it is essential to have efficient generic 
processes in place in order to cope with the complexities of managing a large number of employees. It 
was also emphasized that process is vital whenever companies experience a large growth over a rela-
tively short period of time.  Medium to large companies expressed a degree of contentment with the 
processes they had in place but many had concerns in particular with project management and con-
trol.  

Many NI companies are small and in such environments it is of course much easier to communicate. 
When communication is straightforward it takes away the urgency for processes. This explains why for 
some, process is not an issue of importance and of course for some companies, where software de-
velopment is not their main business, software processes are never going to be an issue.  

So even though almost all recognise the importance of process, for some it has not become impera-
tive to do anything about it and for many, the war of day to day trading moves process down the prior-
ity list. It appears that only when communication becomes very problematic and the lack of processes 
makes expansion and diversification difficult is any action taken over it and even then NI’s smaller 
software companies find it difficult to navigate the road forward. Many simply do not know how good or 
bad their processes are let alone how to improve them. 

No
27%

SPICE
1%

CMMI
22%

Lighter 
method

46%

IS0 9001
4%

 
Figure 2: Desire for Software Process Improvement frameworks 

A number of the medium to large companies have some awareness of software process improvement 
(SPI) frameworks. Most of the small companies had little awareness of such approaches. Figure 2, 
shows that 27% of companies had no desire at all to improve software processes through the use of a 
framework even though many of these companies identified processes as being important.  

4% of companies were content with the process improvement brought about by ISO9001 (even 
though ISO9001 was not actively used for it’s improvement potential). Only one company expressed 
an interest in SPICE [3] in our survey, though other NI companies participated in the SPICE trials and 
reported some gain through their participation. Encouragingly, 69% of companies had a desire to im-
prove their processes through the use of a framework with 22% of companies firmly in favour of 
CMM/CMMI [4] based process improvement; several of these companies having experienced prob-
lems in the marketplace as a direct result of not being involved in a CMMI programme while their 
competitors were. Almost half of the companies in our survey desire some form of software process 
improvement although they expressed doubt about its applicability and concern over cost.  
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While some companies currently utilise the SPI aspects of ISO9001, the dominant SPI framework is 
CMM/CMMI, accepting of course that the overall numbers involved are small.  

4 Conclusion 

In the NI software industry, awareness of standards that can be applied to software is limited and 
while there is some awareness of SPI, there is a distinct lack of familiarity with it. Several NI software 
companies have already experienced difficulties in competition with software development organiza-
tions worldwide, for work in the U.S.A. Interestingly the prime factor here was not simply cost, but the 
quality agenda as a whole, with competitor companies having engaged in process improvement pro-
grammes.  

The larger companies and multinationals, attracted by an educated workforce, employ a large propor-
tion of the software engineers in NI and are very conscious of good standards and practices in soft-
ware engineering. Many of the multinationals import a sense of urgency in the adoption of best prac-
tice from their parent structures and this has had a positive effect on some indigenous software or-
ganizations.  

Most of the NI software companies are convinced of the importance of process in their working envi-
ronments and many want to engage in SPI. Although only proper assessment can be conclusive, for 
the majority of NI companies, particularly small indigenous companies, the characteristics of low ma-
turity are evident. Reliance on individuals in a fire fighting environment, low awareness of standards 
and problems experienced at the managerial and technical level. Many of the larger companies em-
ploying most of the software engineers are process focussed and have a much clearer understanding 
of the need for process improvement with a better appreciation of the global picture.  

A ‘titanic’ analogy is a natural one as the ship was built in the once great shipyard industry in Belfast.  
NI’s software industry is mimicking the storyline of the titanic but the difference between now and then 
is that  the quality iceberg can be seen from a distance,  it’s there waiting in the seas ahead. Yes, 
many countries have acted a little bit earlier and steered another course away from the quality ice 
berg. Maybe in a strange sense, it is the ‘improvement’ action of NI’s software industry competitors 
across the world in countries such as India [5] and China [6], that has enlarged the ice berg. The NI 
software industry, particularly the indigenous industry, needs to minimise the threat of this ice berg by 
paying due attention to software development processes and doing what is possible to improve them 
so that they can be competitive in a global marketplace. The cultural attitude of ‘Steady-as-she-goes’ 
is not an option. 
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Abstract: An observation from recent consulting projects is that the definition of advanced 
engineering processes often serves as a first step on defining engineering processes at all. 
Although positive in prinicpal this typically leads to a development-biased view at advanced 
engineering processes. Opposed to this the traditional research-oriented approach to advanced 
engineering is seen as very costly and rather unspecific.  
In the paper a proposal is made, that focuses on an Integrated Advanced Engineering Process that 
integrates in two ways at least: 
- The acquisition of knowledge, know-how and ideas and the engineering- and production-oriented 
aspects are treated as equally important. 
- The integration of an essentially independent advanced engineering process and the traditional 
engineering and production processes. This integration is based on goals and metrics which allow 
controlling the advanced engineering process and its sub-processes in an effective and efficient 
way. 

1  Introduction 

The overall rapid technical and technological progress forces companies to know the newest 
technologies and to understand their impact on future products and production. Therefore, many 
companies have implemented appropriate processes to supplement the Product Development and the 
Production processes. Such processes can be found e.g. in the automotive, the automation or the 
medical care industries. 

 
Obviously, there is a need to develop strategies and policies: 
• How to gain knowledge of the newest research and developments? 
• How to evaluate this knowledge with regard to its use for new products and for production? 
• How to transfer the knowledge to real products and real production? 
 
There are two principal approaches that are implemented in practice, but both have their limits:  
• The classical research-oriented approach – setting up research and development centers – is not 

favored any more because of the high cost and the often broad but unspecific results.  
• The classical engineering-oriented approach – setting up so-called Advanced Engineering 

departments or expanding existing engineering departments to do pre-series development. Here, 
new ideas and concepts are tested, studies performed and prototypes built. The results are then 
available for series development and serial production. The disadvantage of this approach is that 
advanced engineering and product development or production are coupled too tightly. This often 
restricts the potential of Advanced Engineering, because the focus typically is on short-term results, 
waiving medium-term or long-term perspectives. 
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Advanced Engineering

Product Development Production
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Ideas, knowledge

 
Fig. 1. Overview 

 
The proposal for an Integrated Advanced Engineering strategy described here efficiently and 
effectively combines the strengths of both strategies  
• the research-oriented strategy, as well as  
• the product development and production-oriented strategy 
while avoiding their respective weaknesses. 

 
This is made possible by the following measures: 
• The overall goals are set by Product Development and Production, ensuring that Advanced 

Engineering will produce information and know-how most suitable for later use and exploitation. 
• The interface to the client processes (Product Development and Production) as well as to the 

information suppliers is described clearly, and conditions are defined for information and control 
flows that help to control the knowledge acquisition and evaluation process.  

• Acquisition of ideas, definition of proposals for studies and prototypes, selection of Advanced 
Engineering projects, and conducting studies and pilot projects, as well as the development of 
prototypes, are essentially considered independent processes.  

• The performance of the processes is controlled by metrics, which are deduced from the overall 
goals, and which are used to decide how the resources are distributed among the Integrated 
Advanced Engineering Process’s processes and sub-processes. 

• The metrics may be changed in the course of time. 

2  The Integrated Advanced Engineering Process 

The proposal described here is called Integrated Advanced Engineering Process:  
 

It is understood as an independent process, which produces  
• Ideas 
• Project proposals, and 
• Prototypes of products 
based on demands or goals defined by Product Development and Production. 

2.1 Goal 

The overall goal for the Integrated Advanced Engineering Process is the evaluation and selection of 
new technology ideas as an input for the Product Development and the Product Production processes. 

The Integrated Advanced Engineering Process covers all activities from the birth of a new 
technology idea up to feasibility studies including proposals for concepts and solution.  
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This comprises:  
• collecting of ideas 
• selection of new technologies based on technical and economical criteria 
• feasibility studies  
• new technology product ideas 
• evaluation, choice and provision of technologies 
• development and verification of new solution principles 
• system architecture platforms, as well as  
• production processes. 

2.2 Inputs 

One of the main tasks of the Integrated Advanced Engineering Process is to find, gather, preprocess 
and evaluate available information that could be useful for the purposes of Product Development and 
Product Production. 

The essential input sources for the Integrated Advanced Engineering Process are: 
• research results, dissertations, patents (drawn off of institutions and universities) 
• technology information in the context of benchmarking (gained by competition) 
• customer’s and supplier’s projects and claims, customer’s problems (by customers and suppliers) 
• proposals, suggestions, data base of knowledge (as communicated by employees) 
• lectures, brochures, technology information about the market and competitors (from congresses and 

trade shows) 
 

The sub-process of the Integrated Advanced Engineering Process that effectively and efficiently 
exploits these sources is called Research and Conception Process. 

2.3 Outputs 

The expected outputs of the Integrated Advanced Engineering Process are valuable information to be 
used for the product development and the series production processes: 
• new technology, results of feasibility studies, basic solutions (platforms, system concepts), patents 

(to be used by Product Development and Production) 
• information about the manufacturing of new technology or basic solutions (to be used by 

Production) 
 
The sub-process of the Integrated Advanced Engineering Process that provides this information 

effectively and efficiently is called the Piloting and Prototyping Process. 

3  General structure 

3.1 The main processes 

In general, the Integrated Advanced Engineering Process implements a workflow between processes, 
which starts with acquiring information from various sources and ends with reporting the outcome to 
development and/or production. 
1. Generate Ideas 

Based on the acquired information ideas are generated, evaluated, rated and stored in the Pool of 
Ideas 
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2. Create Project Proposals 
Based on the information available in the Pool of Ideas proposals for interesting projects are created 
that should/could be conducted as prototype or piloting projects, and stored in the Pool of Project 
Proposals 
 

3. Select Project Proposal 
One project is selected from the Pool of Project Proposals. 
 

4. Perform Project 
The selected project is carried out and the results of and experiences with this project are reported to 
development and/or production. 

3.2 Controlling the Integrated Advanced Engineering Process 

The four main processes run parallel in the sense that as long as input is available for a process the 
process works with this input generating process outputs. 

 
The processes are controlled by 
• observing the goals defined by development and  production 
• observing metrics associated with the process nodes (at different levels of granularity) and taking 

appropriate action, if the range of allowed values for a metric is left 
• providing feedback loops between the major sub-processes of the Advanced Engineering Process 
 
It is possible  
• to “reschedule” a process if by evaluation of appropriate metrics it was found that the task running 

should not be processed any longer, or 
• to stop a process, changing boundary conditions (e.g. given by new goals or changes in metrics) and 

starting the process anew to adapt it to the changes  

Pool of
Ideas

2. Create Project
Proposals

Pool of
Project

Proposals

1. Aquire Ideas
3. Select
Project

Proposal

4. Perform
Project

...
(sources of information)

goals
& metrics

goals
& metrics

feedback

feedback

feedback

(outcome, to be used by Development and Production)  

Fig. 2. General structure of the elements of Integrated Advanced Engineering Process  (including 
goals, metrics and feedback) 

3.3 Interfaces 

The Integrated Advanced Engineering Process consists of two process groups 
1. “Research and Conception” (responsible for Generating Ideas and for Creating Project Proposals), 

and 
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2. “Piloting and Prototyping” (responsible for Selection of Project Proposals and Performing Projects) 
 
There are internal interfaces between these two process groups. We can differentiate 
• interfaces, through which information flows that has been processed in earlier stages, and 
• interfaces that are used for feedback between the processes of the Integrated Advanced Engineering 

Process 
 
The interfaces are described in detail in the description of the processes of Integrated Advanced 
Engineering Process. 

3.4 Goals and Metrics 

For each instance of the four main processes 1-4 of the Integrated Advanced Engineering process the 
following information has to be provided: 
• One or more goals that have to be considered by the project management of every Integrated 

Advanced Engineering project 
 
For each instance of an Integrated Advanced Engineering process the following information has to be 
provided: 
• One or more metrics that have to be used by the project management to decide if the given goals are 

fulfilled to what extent, This allows to recognize if projects may continue or should be changed or 
stopped. 

4  Detailed structure of the Integrated Advanced Engineering Process 

4.1 Research and Conceptions 

Research and Conceptions is divided into the following groups of processes: 
• Generate Ideas 
• Create Project Proposals 
 
The task of the Generate Ideas group of processes is to: 
• Acquire Ideas 
• Preprocess Ideas 
• Evaluate Ideas 
The task of the Create Project Proposals group of processes is to: 
• Select Ideas and create new Project Proposal 
• Estimate Project Proposals Roughly 
Both groups of processes are largely independent of each other. 

Input to the process 
The input to the process is provided by the source-specific sub-processes of Acquire Ideas.  

Internal links 
The link between these groups is a Pool of Ideas that is filled by the process group Generation of Ideas 
and that is used by the second process group Creating Project Proposals. 

External links 
The main link between Research and Conception and Prototyping and Piloting is provided by the 
Pool of Project Proposals. 

In addition, feedback links supply the following information to Advanced Engineering: 
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• Suggestions on which domains need new ideas 
• Proposals for new projects 
• An “a posteriori” rating of the ideas and the projects proposals that are tested in the prototype 

project 

Pool of
Ideas

2.1 Select ideas + create
new Project Proposals

out of these ideas

1.3 Evaluate Ideas

1.2 Preprocess
Ideas

Pool of
Project

Proposals

...
1.1 Acquire Ideas

1.1.1 1.1.5. . .
cyclic

processes

rate
idea

enter idea

2.2 Estimate project
proposals coarsely

rate project proposal

enter proj.proposal

feedback from Prototyping and Piloting:
for which domains are new ideas needed?

feedback from Prototyping and Piloting:
generate new project proposals

feedback from Prototyping and Piloting:
rate project proposal and ideas applied

to Prototyping and Piloting:
project proposal

(sources of information)

goals
& metrics

 

Fig. 3. Detailed data flows of the process group "Research and Conceptions" 

Description of detailed processes: Acquire Ideas 
The first group of processes (1.1 - 1.3) takes care of the acquisition and first evaluation of ideas that 
could be valuable for Product Development and Production in the medium or long term. 

Acquire Ideas 
According to given criteria or strategies inputs are selected that are to be investigated. Naturally, the 
collecting of ideas is done in varied ways because of the differing sources. The sub-processes are: 
• Acquire research results 
• Acquire competitor’s information 
• Acquire customer’s and supplier’s information 
• Acquire employees’ information 
• Acquire congress and fair information 
 
In this context there will typically arise further ideas, as for example the description of novelties 
contained in the inputs, explanations of differences compared to procedures already used or products 
already in the portfolio, or documented improvement suggestions. 

Preprocess Ideas 
Ideas of the various sources are prepared, written up in a suitable representation, and at last stored in 
the Pool of Ideas. 

EuroSPI 2004 − I2-A.6 



Session I2-A: SPI and Engineering 

Evaluate Ideas 
Each entry in the Pool of Ideas will be rated according to defined criteria (such as “expected 
usefulness”, “maturity” etc.). This facilitates and supports the selection of suitable ideas and the 
creation of new project proposals. 

Description of detailed processes: Project Proposals 
The second group of processes (2.1 – 2.2) is designed for selecting and evaluating project proposals 
taken to the rated ideas stored in the Pool of Ideas. 

Select Ideas and Create New Project Proposal 
By selecting suitable ideas from the pool of ideas – of respective technical background and knowledge 
– project proposals are created and stored in the Pool of Project Proposals. 

Estimate Project Proposals Roughly 
The elements of the Pool of Project Proposals are preliminarily and roughly rated (quick study) with 
regard to their potential usefulness, to facilitate the selection of advanced development projects. 

4.2 Prototyping and piloting 

The process Prototyping and Piloting consists of two groups of processes: 
• Select Suitable Project 
• Perform Project 
 
The task of the process group Select Suitable Project Proposal is selecting a suitable project proposal.  

The task of the Perform Project group of processes is to instantiate a project, run the project, 
evaluate the project according to the relevant criteria, and finally elaborate the results with regard to 
their usefulness for the Product Development and Production processes. This holds even if the project 
is aborted prematurely. 

Process output 
The output – reports and appraisals - to be used by Product Development and Production is produced. 

Internal links 
The selected project proposals are delivered to the project execution process. 
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feedback to Research & Conceptions:
for which domains are new ideas needed?

4.1.1 Perform risk analysis

4.1 Create Project based on selected
Project Proposal

3 Select suitable
Project Proposalcyclic

process

feedback to Research & Conceptions:
       generate new project proposals

feedback to Research & Conceptions:
       rate project proposal and ideas applied

from Research & Conceptions:
 project proposal

4.5 Report to Development/
Production

Feedback to Strategy Development

4.4 Elaborate the Project's
outcome with regard to
development/production

4.3 Evaluate
performance of Project

4.2 Perform Project
MST

Gate

MST

Gate

MST

Start End

goals
& metrics

(outcome, to be used
by Development
and Production)  

Fig. 4. Detailed data flows of the process group "Prototyping and Piloting" 

External links 
The main input link between Research and Conception and Prototyping and Piloting is the Pool of 
Project Proposals. 
 
Feedback links supply the following information to Research and Conception: 
• Suggestions, which domains need new ideas 
• Proposals for new projects 
• An “a posteriori” rating of the ideas and of the projects proposals, which are tested in the prototype 

project 

Workflow 
The process Select Suitable Project Proposal produces as many proposals as needed. Depending on 
the resources available to the Perform Project processes there may be one or more projects running 
and evaluated at the same time. 

Every project is conducted accordingly. Quality gates will be defined which have to be passed in 
order for the project to continue. The quality gates will typically be associated with a project 
milestone.  

The project may be stopped at any quality gate, if the quality characteristics (functionality, 
performance, etc.) are not fulfilled or if the boundary conditions of the project have changed. This 
check is supported by metrics, which are predefined and which help to decide if it is worth to keep the 
advanced development project running. 
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Description of detailed processes: Select Suitable Project Proposal 
A proposal is selected from the Pool of Project Proposals. The choice considers the interest of the 
processes Product Development and Production as well as further boundary conditions (like expense, 
available resources etc.).  

The Advanced Engineering actually performed does not have to adopt the proposal minutely. 
Adaptations to the actual boundary conditions are possible. 

This process is cyclic, i.e. the selection of a project proposal may happen at any time, so that several 
advanced engineering projects may be under way at the same time – if the resources are available. 

Description of detailed processes: Perform Project 
If a project proposal is selected, a project will be instantiated, run and subsequently rated. The results 
will be communicated. 

Every project implies a feasibility study. The feasibility study contains an economic part and a 
technical part. 
• The feasibility study (economic part) is performed in the context of the project launch  
• The feasibility study (technical part) is carried out as the first phase of the project proper. 

Subsequently the project may be continued as a development project (e.g. development of a 
prototype) 

Create Project based on selected Project Proposal 
Based on the selected project proposal a project will be instantiated. Here the project proposal may be 
modified and supplemented, in order to start a promising advanced development project. 

Instantiation includes the elaboration of a project plan – containing goals, milestones, break-off and 
success criteria – as well as the provision of the necessary resources. Part of the project launch is a risk 
analysis. 

The decision, if an advanced engineering project will actually be carried out depends on the project 
plan, among others. 

Perform Project 
The project will be performed in accordance with the project plan. 

Principally the first project phase is a feasibility study (technical part), in order to be able to 
recognize success or failure of the advanced engineering project very early. 

At the end of each milestone there is a check, if the project shall be continued or aborted. 

Evaluate Performance of Project 
After completion the performance of the project is examined. It is determined which benefit can be 
expected for Product Development or Production. 

Elaborate the Project’s outcome with regard to development/production 
If the project was - at least partially – successful, it is worked out how the results may be used for 
Product Development or Production. This elaboration represents a significant part of the report that is 
provided to Product Development or Production. 

Report to Product Development or Production, Feedback to Research and Conception 
The results relevant to Product Development or Production are made available. 

Here feedback is given to either pools of the process Research and Conception, which allows a 
confirmation, enhancement or modification of the rating of the ideas or project proposals used. 

4.3 Integration of the sub-processes 

Combining the Research and Conception and the Prototyping and Piloting structures defined above 
we get the following integrated structure:  
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Fig. 5. The combined flows 

5  Summary 

In the paper we explain how an Integrated Advanced Engineering Process could be setup that covers 
as well the acquisition of useful ideas for new or the improvement of existing products and their 
evaluation by feasibility studies and prototype projects. Feedback loops care for the adjustment of the 
rating of knowledge gathered in Pools of Ideas and Pools of Project Proposals, so improving the 
quality of the material for future advanced engineering projects.  

Engineering and production, which are interested in the results of advanced engineering projects, 
define goals and metrics for the main advanced engineering processes. This allows the advanced 
engineering project management to operate rather independently while guaranteeing that acquisition of 
ideas and their assessment are always focused on their relevance for real projects and products 
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Abstract 

Software activities belong to different processes. Tailoring software processes aims to relate 
the operational software processes of an organization to the effective project. With the infor-
mation technology industry moving ever faster, established positions are undergoing constant 
evolutionary change. The failure of a complex tailoring process of a management information 
system is reported. There is a need to adopt software processes that can operate under con-
stant change. We propose to add a new dimension called continuous tailoring which is applied 
at any moment, to each software activity and for each actor. This process is validated in an 
immersion system intended for young post-graduates before they begin their careers in the 
software industry. Relationships between tailoring and improvement are considered. 

Keywords 

Tailoring, software process improvement, quality management, information systems. 

1 Introduction 

Software engineering can be minimally defined as the set of activities involved in developing, operat-
ing and maintaining software. Software engineering standardization is an attempt to integrate, regulate 
and optimize existing best practices and theories [Wang02]. Software companies use software engi-
neering and software quality standards as the foundation of their quality assurance process or of their 
quality management system. On the other hand, innovation and change occur faster in the software 
industry than in any other industry. “Faster, better, cheaper” : people are expected to deliver products 
faster, of better quality, and at lower cost. 

The experience presented in this paper attempts to reduce the gap between operating under the con-
trol of stable, well-defined and controlled processes and surviving in a rapidly evolving information 
technology industry. Faced with this challenge, each project should answer with a kind of continuous 
adaptation. Hence, the larger question of software process improvement is also addressed. 

Quality management baseline is the set of process requirements, standards, corporate commitments 
and best practices controlling the software processes. The quality management baseline needs to be 
tailored to a project baseline. The tailoring usually begins at the tendering phase and is refined at the 
start of the project. Section 2 describes a project where strong tailoring was envisaged and defined at 
the beginning, but where it did not work as expected. 

In section 3, we propose to consider tailoring software activities as a continuous task, managed by the 
project manager and supported by the whole software team. This adds a new dimension to the soft-
ware processes we have called harrow processes, using the metaphor of a tine harrow from ecologi-
cal and sustained agriculture. Tine harrows are used to control weeds; tines can be raised or lowered 
individually to cultivate specific areas. 

Section 4 presents the framework and the projects where we are experimenting and validating the 
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continuous tailoring. Students in the French technological education system graduate after 4 years of 
studies which include at least three work placements. Thanks to a strong partnership with Thales In-
formation Systems, students obtain a Master diploma within a software engineering apprenticeship by 
immersion system [RS03]. Young graduates are immersed in a team led by an experienced software 
manager and have to deliver real software products under the control of Tempo, the quality manage-
ment system of Thales-IS. Continuous tailoring is applied at each phase of the project and some ob-
servations are presented in this section. 

Continuous performance improvement is one of the main issues of ISO 9000:2000 as well as ISO/IEC 
15504 (SPICE). In section 5, we try to place continuous tailoring in the light of continuous improve-
ment. 

2 Tailoring in practice 

The authors both worked for nearly ten years at Thales Information System (formerly Syseca Inc), a 
software services company. We led projects and developed several management information systems 
under the control of TEMPO, Thales Information System corporate baseline. « TEMPO is the founda-
tion of the company corporate culture and is the basis for sustaining good working practices. It is a set 
of procedures, guides and instructions defining how the company operates, and how it is organised, 
providing a framework for project management, software development and system integration activi-
ties [TIS02]». The quality system model adopted is the ISO 9001 standard. From a software develop-
ment point of view, TEMPO defines a general lifecycle (requirements analysis, preliminary design, 
detailed design, coding and unit testing, integration and integration testing, software testing). 

TEMPO needs to be tailored to each project. The methods and documents provided have a broad 
range. Tailoring is a vital component of the response to solicitation phase and early project phases. 
This tailoring process defines the activities to be performed and products to be developed and deliv-
ered. With the SPICE terminology, TEMPO is the company’s set of standard processes, and tailoring 
TEMPO to a project results in its instanciated process. TEMPO is somewhat too general, and depend-
ing on the domain/size/methods/tools/... of the project, there is a lack of more precise and dedicated 
standard processes. 

Some lessons learned 

Ariane was the last project led by the primary author before leaving the Thales Information Systems 
company. Ariane processes were peer-reviewed by the second author. Ariane (which is operational 
and still growing) is a Management Information System for procurement by the textile distribution 
branch of several regional purchasing centres (each supplying around 40 stores). The solution imple-
mented is based on an n-tier architecture, with a central database, local servers in the stores and tab-
let pen-based computers (without keyboards) radio-linked to the local servers [Sal98]. 

Oracle Designer was chosen in the perspective of a highly-generated implementation from models. 
Models are produced according to CADM, the companion method of Oracle CASE tools suite. More-
over, the information system should be commissioned with several stages through successive work 
packages. In terms of technique, development tools and organization, highly innovative and strong 
choices were made. As well-disciplined project managers, we started the project with the tailoring of 
the TEMPO baseline. We spent about a month writing the Project Plan, especially to define the mana-
gerial and the technical processes. The main difficulty was to tailor the software development process 
with a partial knowledge of the Designer tool and its associated CADM method, but without any real 
practice. The project team received several weeks of technical training. So, the project started with an 
optimistic software development process, in accordance with TEMPO requirements and intended to 
address two different issues  : 

• the definition of milestones and reviews in order to ensure contractual commitments (cost, lead-
times and performance) and deliveries of work packages; 

• the use of a model-driven method built onto an uppercase tool with each project engineer working 
on a different functional area. 

The optimistic software development process is depicted in figure 1. Unfortunately, the envisaged 
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tailoring did not work. We returned from our incremental and iterative process to a traditional "V" 
model of lifecycle. We came back to a traditional client-server (and centralized) architecture. At the 
same time, we abandoned the generation of code modules (we kept the highly-generated process for 
the data) to go back to a traditional analysis and design phase followed by a traditional implementation 
phase using Oracle lowercase tools suite. The main reasons for this reversal were : 

• we did not pay enough attention to technical architecture; 

• we underestimated the constraints and the complexity of Oracle underlying framework; 

• tailoring at the beginning requires real practice and at least one other similar experience; 

• the model-driven process is more powerful but more difficult to master than a programming ap-
proach;  

• the proposed process relies on the idea that it would be possible to change mindsets in one big 
step instead of building on a progressive and continuous sequence of steps in order to achieve 
progress. 

P H A S E S  B Y  W O R K  P A C K A G E S

P H A S E S  B Y
F U N C T I O N A L  A R E A S

H u m a n  c o m p u t e r
i n t e r f a c e

p r o t o t y p i n g

P r o j e c t  s e t - u p

R e q u i r e m e n t s
a n a l y s i s

C r o s s w is e
d e v e lo p m e n t

D e p l o y m e n t

I n t e g r a t i o n  a n d
V a l i d a t i o n

U s e r
D o c u m e n t a t i o n

I n s t a l l a t i o n

P r o j e c t
m a n a g e m e n t

P h y s i c a l  m o d e l l i n g

D e s i g n  m o d e l l i n g

A n a l y s i s  m o d e l l i n g

D e t a i l e d  a n a l y s i s
a n d  d e s ig n

V a l i d a t i o n

P h y s i c a l  i m p l e m e n t a t i o n

D e s i g n  m o d e l l i n g

A n a l y s i s  m o d e l l i n g

I m p le m e n t a t i o n

P h y s i c a l  C o n s o l i d a t i o n

D e s i g n  C o n s o l i d a t i o n

A n a l y s i s  C o n s o l i d a t i o n

A n a l y s i s  a n d  d e s ig n
C o n s o l i d a t i o n

Figure 1 : Ariane envisaged development process 

3 Continuous tailoring 

In 2000, the primary author left his industrial post to join a professional education institute. The second 
author also works in this institute, and is a part-time consultant at Thales. We have kept a strong rela-
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tionship with Thales Information Systems by providing it with consulting services on projects as well as 
methodological research on TEMPO baseline. We wanted to solve the identified problems within Ari-
ane, following changes in technology (UML, n-tier architecture, complex frameworks and associated 
tools). It took us 6 months to build dedicated standard processes for current management information 
systems, including “on demand” tailoring activities. Then after experimenting with these processes 
during one year, we chose to structure these activities in a separate dimension called continuous tai-
loring or “harrow process”. One year on, we now believe that this new dimension (adding adjustable 
tines to suppress weeds over the desirable area) is essential to achieve modern management 
information systems requirements. 

Standard processes for current management information systems 

The starting point is TEMPO, Thales Information Systems baseline. In fact, we have built a specializa-
tion of TEMPO with the following constraints : a medium-sized team (from 3 to 8 people), a “Manage-
ment Information System (MIS) orientation”, an n-tier architecture, an ISO 9001-like quality manage-
ment system, a software development process belonging to the Unified Process family, a model-
driven approach, uppercase tools suite and complex frameworks. 

Our software development process relies on the truly specific features of the unified process that is 
use case driven, architecture-centered, iterative and incremental [JBR99]. Nevertheless, UML is used 
when it makes sense to do so. For example, analysis is carried out through a hierarchical functional 
decomposition rather than an object-oriented analysis. 

We kept the main idea of the 2TUP (2 Track Unified Process) that is, to separate functionalities and 
technical architecture. « 2 Track literally means that the process follows two paths... At the close of 
evolutions concerning both functional model and technical architecture, system implementation con-
sists in merging results issued from the two paths. This merging leads to a Y-development process 
[RV02]». 

Continuous tailoring : a new dimension in  project management 

Innovation and change occur ever faster in the software industry. In a rapidly changing environment, 
pressure for change acts on at least four complementary lines  : 

• the team; 

• software development process, methods and tool suites based on a model-driven approach; 

• complex technical frameworks and n-tiered architectures; 

• last but not least, the market place requires the delivery of products faster, at lower cost and with 
better quality. 

Dealing with these orthogonal constraints generally falls to the project manager. This requires time 
and continuous effort. Unfortunately, these problems are rarely considered together, or if they are, 
only at the beginning of the project when most of the problems are unknown. Hence, the idea is to 
perform a “just-in-time” tailoring when the need occurs but as a planned activity. This adds a new di-
mension which plays a crucial role in dealing with technological and methodological evolutions as well 
as enhancing team performances. 

The project manager will have to : 1) identify activities for which a previous tailoring is needed; 2) de-
fine as well as possible these activities dealing with cost and delay, anticipation (sow at the right time 
in order to harvest later), evaluate team skills and performances; 3) control and validate the activities 
results either alone or with help from peers. 

4 Experimenting continuous tailoring 

Experimentation framework 

Students in the French technological education system graduate in 4 years, having completed at least 
three training periods in a firm. Thanks to a strong partnership with Thales Information Systems, we 
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had the opportunity to immerse young graduates in an imitation of the real world. The plan of action is 
built on a 6-month project. Young graduates make up two teams of 5; each team is led by one of us 
acting as project manager. A contract defines the customer-supplier relationship. The TEMPO spe-
cialization depicted in section 3 is the project baseline, including the continous tailoring dimension. 
Each project team has its own office with individual working post and common installations. Each pro-
ject team uses a different and complete software engineering tools suite (Oracle and Rational/IBM 
Websphere). At the end of the academic year, the team members obtain a Master’s degree in Soft-
ware Engineering. 

The first year, we considered tailoring practices (activities) as part of the related software processes 
along with the other practices (e.g. “Ajust the design” with “Preliminary design”). The second year, we 
placed these practices in the harrow-dimension. 

Definition of continuous tailoring 

Tailoring practices (activities) as other practices are roughly-defined, estimated and scheduled in the 
project plan. Continuous tailoring applies to four process categories (in the SPICE sense) : Customer-
Supplier (CUS), Engineering (ENG), Project (PRO) and Support (SUP). Each process category is a 
set of processes addressing the same general area of activity. Each process is a set of practices that 
address the same purpose [Spi95, part 9]. Tailoring practices refer to a process; they are intended to 
improve the process but mainly to contribute to the process realization, i.e. to achieve the process 
goals and to deliver required outputs. 

Let us present a list of the tailoring practices, defined by the first author for his project, applied to the 
engineering process. The table 1 illustrates the new dimension added to ENG process category. The 
first column relates to the ENG main processes. The second column relates to the base practices of 
each process. The third column relates to the tailoring practices to be performed for each process. 
The inclination and variable size of the third column symbolizes the tines of the harrow : tines need to 
be adjusted in order to kill weeds over the desired areas and to the required depth. 

Softw are  developm ent  engineering

R equirem ent  cap ture R equirem ent  capture  definition  and
set-up

Functional  requirem ents   cap ture
T echnical  requirem ents  cap ture

R equirem ents  conso lidation

T echnical  architecture T echnical  arch itecture validation

D evelopm ent fram ew ork exploration

G eneric   design
T echnical   p ro to type

A nalysis A nalysis  defin ition  and  set-up

R equirem ent  analysis
H um an-com puter  in terface  m ock-up

D esign D esign adjustem ent
D atabase  m odelling  and im plem entation   guide

G eneral  design
D etailed   design

R elational  database  conso lidation

C oding - U nit  testing C oding - U nit  testing

Integration-Q ualification C orporate  test  procedureslearn ing

Software  test  p lan  elaboration
Software  test  descrip tion  elaboration

Integration
Internal  validation

Q ualification

Table 1 : Harrow-dimension of the Engineering process category 

 

Performing continuous tailoring 
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The tailoring practices, as well as the base practices, are described in the project plan at an abstract 
level. Some well-known practices are detailed while others remain general. Before the related process 
starts, the software manager should write a work card describing in detail how to carry out the required 
tailoring. 

Let us illustrate continuous tailoring practice on the design process. “The purpose of the Develop soft-
ware design process is to establish a software design that effectively accommodates the software 
requirements; at the top-level this identifies the major software components and refines these into 
lower level software units which can be coded, compiled, and tested [Spi95, part 2]”. The baseline 
offers a set of base practices intended to accomplish this goal. These base practices are described at 
an abstract level identifying “what” should be done without specifying “how”. The main difficulty for a 
project is to be provided with a response to “how ?” suitable for the project specificities : technique, 
methodology, ... 

When the development environments are stable and mature, the way to use it can be found “off-the-
shelf” or at least progressively built from successive projects and capitalized in the corporate baseline. 
When methods and technologies are continuously evolving, the “software component” definition differs 
according to frameworks, models and tools. Then we need to adapt constantly the “how to design” 
issue to innovations and changes. That is precisely what the tailoring activities should provide answers 
to. For example, adjusting the design is aimed at understanding, preparing and defining the design 
model that should be used during the design phase. Thus, the instructions given in the “Design ad-
justment” card are intended to answer to these questions : 

• which role does the design play in our software process ? 

• what are the determining elements and relevant models useful in elaborating the design models ? 
why are they used ? how are they elaborated ? 

• how do project design constraints (modelling language e.g. UML, process e.g. 2TUP, technical 
framework e.g. J2EE, ...)  correlate with corporate baseline requirements ? 

The approach envisaged to answer to these questions is to carry out the retro-design of the technical 
requirement prototype (a previous tailoring activity) used to validate the technical architecture. The 
output of this activity is a design document which follows TEMPO guidelines. 

Benefits of continuous tailoring 

Inexperienced graduates greatly benefit from these tailoring activities : very often, they found it difficult 
to start the related work and carrying out the tailoring product gave them the required boost. 

The project manager has difficulties in conciliating production constraints (mainly cost and lead-time) 
with the need to survive in the market place. This requires constant adaptation to technological and 
methodogical innovations and team competence enhancement. 

The continous tailoring dimension is a valuable tool of the project manager. It helps to materialize cost 
and lead-time of tailoring activities; to involve everyone in the team to the improvement process; to 
promote team members’ creativity and self-training; to show improvement initiatives and results to the 
top-level managers. 

5 Continuous tailoring and/or continuous improvement 

ISO 9000 advocates the continuous improvement principle illustrated by the Deming wheel (Plan-Do-
Check-Act) [Mit04]. ISO/IEC TR 15504 (SPICE) develops a 2-D process capability assessment model 
with both a process and a capability dimension including a level 5 : continuously-improving level. Both 
approaches rely on a quantitative understanding of process capability and management. 

Continuous process improvement and continuous tailoring are two different but complementary ap-
proaches with the same goal. The main difference is that tailoring is undertaken while producing the 
software in order to deal with unanticipated project constraints while in process improvement, change 
is based on a quantitative understanding  of the effectiveness of process changes. 
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The ISO 9000 continuous improvement principle supposes that there are no stable states for a quality 
management system while the harrow-dimension supposes that there are no stable states for an MIS 
development process. There are always ways of improvement intended to emphasize productivity as 
well as enhancing the quality of the products. Thus, there is a strong need to adjust the process while 
performing it. 

In the software process improvement approach, discipline and creativity are often in opposition 
[CF02]. It is important to balance discipline and creativity, that is one of the goals of the continuous 
tailoring dimension : adopting software processes that can operate under constant change. 

Continuous process improvement requires commitment from all the staff. Unfortunately, the effective 
processes allow many actors (developers, system administrators, ...) to stay outside of the manage-
ment quality system. In our proposal, continuous tailoring can be triggered at each moment on each 
activity that leads to a natural commitment of the concerned actors. 

6 Conclusion 

Unfortunately, tailoring usually begins at the tendering phase and is refined at the start of the project. 
Moreover tailoring is usually carried out by the project manager and the software team is not involved. 
We argue that tailoring software activities is a continuous task, managed by the software manager and 
supported by the whole team. We believe that it is a good way to manage the complexity of change 
and innovation and to motivate a team in order to improve their processes and performance. 

7 Literature 

[CF02] Reidar Conradi, Alfonso Fugetta, Improving Software process Improvement, IEEE Software –  july/August 
2002 , IEEE, 2002 

[JBR99] Ivar Jacobson, Grady Booch, James Rumbaugh, The Unified Software Development Process, Addison-
Wesley Longman, 1999  

[Mit04] Henri Mitonneau, ISO 9000 Version 2000, Dunod, 2004 

[RV02] Pascal Roques, Franck Vallée, UML en action, Eyrolles, 2002 

[RS03] Vincent Ribaud, Philippe Saliou, Software Engineering Apprenticeship by Immersion, International 
Workshop on Patterns in Teaching Software Development, ECOOP’03, 2003 

[Sal98] Philippe Saliou, Ariane – gestion de l’approvisionnement textile du groupe Leclerc, Le Bulletin Technique 
–  Vol. 6, Num. 3 , Thales Information System, 1998 

[Spi95] Software Process Improvement and Capability dEtermination (SPICE), Software Process Assessment - 
Version 1.00, http://www.sqi.gu.edu.au/spice/docs/baseline, 1995 

[TIS02] TEMPO, information systems development under control, Thales Information System, 2002 

[Wang02] Yingxu Wang, Software engineering standards : review and perspectives, Handbook of Software 
Engineering and Knowledge Engineering, World Scientific, 2002 

 

EuroSPI 2004 − I2-A.17 



Session I2-A: SPI and Engineering 

8 Author CVs 

Philippe Saliou 

Philippe Saliou, 40 years old, B.S., M.S. and Ph.D. in Computer Science, has been an Associate Pro-
fessor in the Computer  Department of Brest University, France, since 2000.  

Before entering the academic world, he spent thirty years in the software industry, essentially as an 
information system project manager. His last industry job was in UNICOPA, one of the leading agri-
food co-operatives in France (4200 employees, 30 industrial sites, 18000 farmers), where he was the 
Computer Project Director. He spent more than eight years in Thales Group, a world leader in elec-
tronic systems serving aerospace, defense and information technology, where he led important pro-
jects such as the French Hydrographic and Oceanographic Institute information system, the display 
system of the Charles de Gaulle aircraft carrier, the textile procurement information system for the 
supermarket chain Leclerc (15 regional purchasing centers, 600 stores), etc. 

He teaches software engineering, information systems through model-driven approach, software con-
figuration management, requirements capture, software analysis and design and other software engi-
neering activities. 

His research interests include information system and software engineering. He is currently working 
on ways to improve processes by adopting software processes that can operate under constant inno-
vation and change in a rapidly evolving technology industry. He is also interested in developing new 
pedagogical approaches for improving teaching and learning in software engineering education. Over 
the last two years (2002-2004) he designed and set up a new Master Degree in software engineering 
relying on an apprenticeship by immersion paradigm, in cooperation with Vincent Ribaud. 

Vincent Ribaud 

Vincent Ribaud, 45 years old, B.S in Mathematics, M.S and Ph. D. in Computer Science has been an 
Associate Professor in the Computer  Department of Brest University, France, since 1994, and partly 
senior consultant at Thales Information System, a software services company .  

He began as a lecturer at Rennes and Brest Universities before spending six years in the software 
industry, essentially as an MIS project manager and technical architect. Since 1996, he has led the 
software engineering research group at Brest University. 

His research interests include software engineering, information system and generative design and 
programming. He is currently working on software process improvement and on semantic integration 
of software components. 

He teaches software engineering, distributed systems and networking. Eighteen years of software 
engineering teaching has led him to co-invent (with Philippe Saliou) a new pedagogical paradigm 
called apprenticeship by immersion. 

EuroSPI 2004 − I2-A.18 



Merging Agile Methodologies 
The Case for DSDM and XP 

 
Andrew M Goulding and Rory V O’Connor 

Dublin City University 
Ireland 

Abstract 

This paper presents the proposal that while the agile approach to developing software is prov-
ing to be a success, there is value in merging some of the best practices of more than one ap-
proach. In this paper, two specific agile approaches - Dynamic Systems Development Meth-
odology (DSDM) and Extreme Programming (XP) - are examined. This paper focuses on the 
proposition that if an organisation has implemented one approach (DSDM) then is it possible 
to bring elements of good practices from another approach (XP) in order to add value to the 
overall process. The main objective of this research was to establish where common ground 
exists between these two approaches and to explore how they may best work together. A 
case study within an organisation was conducted to enable further investigation and to evalu-
ate the underlying research proposal. 
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1 Introduction 

An organisation may be motivated to define and improve its software development processes due to a 
variety of forces affecting software development and maintenance. As a result there is a need for or-
ganisations to continuously explore new approaches to software development, which incorporate not 
just the development of new methodologies, but exploring new ways of using existing methodologies. 
DSDM XP are both established agile methodologies. As a framework for business centred develop-
ment, DSDM focuses very strongly on the full project lifecycle and describes an iterative and incre-
mental process for software development in the context of new and established business processes, 
whereas XP has a narrower more rigorous software developer focus. At a simplistic level, DSDM can 
be viewed as a business focused systems development framework, where XP may be viewed as an 
approach to coding.  

Although they are distinct approaches, DSDM and XP have much in common [1]. However, many see 
DSDM and XP as competitive methods for software development and therefore assess which meth-
odology to adopt based upon the strengths and weaknesses as perceived from the firms perspective, 
normally resulting in the selection of one method over the other. 

This paper is focused on the proposition that if an organisation has implemented one agile approach 
then is it possible to bring elements of good practices from another approach in order to add value. 
Specifically, in this paper we will examine the case for two agile approaches – DSDM and XP. The 
main objective of this research being to establish where common ground exists between these two 
approaches and to explore how they may best work together. A case study within an organisation was 
conducted to enable further investigation and to evaluate the underlying research proposal. 

1.1 Case Study Organisation 

The organisation that participated in this research is a large Irish financial institution with an in-house 
software development department which employs approximately 250 software developers. The devel-
oped systems have been a major factor in the success of the organisation with the more traditional 
approaches to development projects being used. In the mid-nineties the need for change was recog-
nised, driven by the fact that the existing IT approach was in danger of impeding rapid change. In an-
swer to this an internal group composed of senior IT and business management along with an external 
expert advice conducted an investigation of industry best practices and the main outcome was the 
selection and implementation of DSDM. To date, DSDM has been a proven success within the com-
pany and has led to many implementations that have met business and IT requirements. 

2 DSDM and XP – A Comparison 

In general it appears that XP and DSDM share many of the same ideas on how projects should be 
run. XP attempts to simplify how teams work while also introducing some ‘extreme’ ways of coding 
and testing. Visibility and communication are also central to XP and these can only help ensure that 
the project is delivering what the customer expects. Many organisations have realised that XP and 
DSDM are not merely competitive methods for application development but can in fact complement 
each other [1]. The DSDM lifecycle puts more emphasis on the pre-project set-up in terms of feasibility 
studies and prioritisation. It also takes into account Implementation and Post-Project Reviews which 
are not apparent in XP. XP appears to focus more on the actual development phase once it is up and 
running but not really on what happens before or after this. XP has been described as being too light 
on project controls where this is a known strength for DSDM. It would appear that combining the two 
would give a controlled framework with robust programming practices [1]. 

Based on comparisons made [2] the following show how XP practices could be practically applied to a 
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DSDM project: 

• User stories can be used for requirements gathering, estimation and for building test cases. This is 
a relatively easy concept to introduce with minimum preparation and training required. User stories 
to be publicly displayed within the project team for constant reference especially during stand-up 
meetings. 

• Stand-up meetings can be used for discussions between business users and developers – user 
stories to be used as the main focus for these discussions. 

• Simple design and re-factoring to be applied where possible. This can be employed regardless of 
whether DSDM or XP is used.  

• Pair programming to be used as a means to improve code quality and enhance developer knowl-
edge transfer. This will challenge traditional thinking but once the improved quality is proven then 
it could become an accepted development technique. 

• Test-driven development to be used with suitable tools to be made available, where possible, to 
the developer. This will require a significant amount of training for the developer and an accep-
tance that improved quality is the output leading to less user acceptance testing time required. 
Test-first approach for user testing to be used as standard. 

• Continuous integration can be implemented but at a cost to the business in terms of test hardware 
and time taken to re-build the test system and re-run tests on a regular basis. 

• Collective code ownership has been around in different forms. The ability to make this work may 
depend heavily on the environment and the types of source code management tools in operation. 
The concept should be considered for each individual project. 

3 Case Study 

This project was the development of a new system to track the activities of the administration section 
of a business area where requests for action are taken on electronic forms and processed on a daily 
basis. The main driver for this new system was due to the fact that the business department lacked 
management information about the volumes and the time taken to process these requests as well as 
the information on the error rate during the processing of these requests. 

Prior to starting the pilot project a set of three focus group sessions were conducted within the organi-
zation to present and discuss ideas on implementing XP practices within the DSDM environment and 
to gain views all stakeholders. These focus groups were chaired by one of the researchers and in-
cluded senior management, development staff, a DSDM consultant (DSDM consortium) and an ex-
perienced XP developer. All stakeholders agreed that user stories, refactoring, test-first design, con-
tinuous integration and pair programming would be evaluated during a pilot project as additional prac-
tices to the DSDM approach. The idea of fully utilising automated testing was put aside, and the XP 
approach to testing using the normal execution of tests for both unit and acceptance testing. 

The agreement was to use the following XP practices in addition to the normal DSDM process: 

• The planning game - User stories were to be used during the requirements gathering phase. They 
were to be used for stand-up meetings and as a means of communication, feedback and build of 
test cases, with developers choosing user stories and estimate effort per story 

• Test-First Design - Business testers to take the user stories and build acceptance test cases be-
fore development and developers to build unit test cases before coding. 

• Refactoring - Developers were to use refactoring during project where possible or sensible, with 
continuous Integration and daily integration of new code. 

• Pair Programming - Developers were to work as a pair. 
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3.1 Project Phases 

• Design Phase - The project then began with the initial design workshop involving all stakeholders, 
where roles and responsibilities were defined as per DSDM. The main outputs of the were the 
story cards and these were the focus for discussion throughout the project. User stories were then 
used for requirements gathering and were used as part of a prioritisation session, with the MoS-
Cow approach for prioritisation being used. Time-boxes were agreed- two time-boxes with three 
weeks per time-box with a live delivery at the end of each time-box. 

• Development Phase - The design and coding phase began with agreement between the develop-
ers on ownership of story cards, which led to a clear set of objectives for both developers with the 
more experienced developers taking ownership of the more complex functions. As test-first devel-
opment was to be used the programmers firstly wrote unit test cases for each user story or func-
tion to be written. Pair programming was the agreed format for coding and the developers set up 
with this in mind. All work was logged to the usual system for recording project time and this would 
be used to determine actual effort against planned effort for all phases of development. At the end 
of each working day all code developed was merged with previous latest version and the test sys-
tem re-built.  

• Test Phase - The test coordinator also took the story cards to create the user acceptance test 
cases in advance of the development. This led to discussion, particularly at the early stages, on 
the clarification of the requirements and the system functions. Traditionally user acceptance test 
documentation takes place independently of the development team and is based on the require-
ments specification which is usually contained in one single document. The significant change 
here was that the individual user story cards were used as opposed to the requirements specifica-
tion and was carried out before any development began. As automated testing was not available 
for this project the user testing took place in a traditional manner. 

4 Results and Analysis 

The case study was completed with a post-implementation review. Key issues identified were: 

• Project initiation and definition of roles and responsibilities took place as per normal for a DSDM 
project. Resources were assigned as required with full commitment from all stakeholders to the 
project plan. 

• Time-boxes were decided up-front and delivered on time (two time-boxes with 3 weeks per time-
box where a live delivery took place for each one). 

• Priority needs were delivered early in first release with the reports coming from this phase being 
produced for the department some 6 weeks after project initiation. 

• Requirements were fully captured – primarily during the initial workshop and a small number of 
changes were made subsequent to this. Subsequent prioritisation of requirements did not change 
significantly from the decisions at the workshop. 

• Development and test phases ran to the expected time-scales with no significant overhead seen 
from the use of XP. 

• User acceptance testing sign-off was achieved for both time-boxes in a shorter period to the 
planned time-frame. 

The use of user stories during this project was considered successful. In particular it made the re-
quirements gathering easier for both customer and developers and brought a personal touch to re-
quirements, in that business users felt that they owned that story. Gaps and complexity were very 
clear in when stories were on a board and everyone could see them and all parties involved felt that 
this was an improvement from the DSDM approach where flip-charts of requirements were not as 
easy to view. Also prioritisation was easier to achieve as cards could be moved around without diffi-
culty. User stories were used for stand-up meetings and as a means of communication, feedback and 
build of test cases, which was accepted by all involved as an improved way to discuss requirements 
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and issues compared to the normal DSDM approach where reference to requirements specifications 
was not so regular or easy. Accordingly user stories appear to work better than the DSDM approach. It 
is worth noting that in the pilot project there was no obvious improvement in requirements coverage as 
compared to previous DSDM projects.  

Developers worked as a pair constantly throughout project as opposed to DSDM where developers 
work independently. The developers had no issues in working together though they commented that a 
strict time schedule needed to be enforced to ensure hand-over or there was potential for one person 
to dominate the coding. The cost of pair programming was calculated to be approximately 30% longer 
to code compared to the normal output. This was based on the estimate which was originally derived 
in the normal way as against the time recorded on the tracking system used for all IT projects. How-
ever, complexity becomes a factor here as complex issues were definitely resolved faster (developers 
estimate that solutions were found twice as quick as in the normal scenario). Given that approximately 
20% of the code was complex then the actual increase in effort works out as 17% effort in total extra 
effort regardless of the size of program. 

Test first design was split into two parts with the programmer writing unit tests before coding and the 
business tester writing acceptance tests as soon as possible after the requirements are identified. 
Test-first improved communication during the project, with business and IT staff working much closer 
than in traditional projects. The developers build unit test cases before coding and found that they 
could code with more confidence once this had happened and effort improvements would certainly be 
realised. It was evident that effort was not significantly higher for actual set-up of unit tests but there 
was a reduction in time taken to the overall development and unit test phase together compared to a 
traditional project of similar size. The overall reduction in defects through pair programming helped 
reduce user acceptance test effort significantly. Generally in the organisation experience has shown 
that 40% of all changes made after delivery to test are for bug fixing – a greater proportion by some 
20% than for requirements changes. In this case a reduction in bug-fix testing was seen compared to 
a traditional project with 57% less defects identified after unit testing. 

5 Conclusions and Discussion 

The main finding of the research and pilot project is that the XP practices can truly add real additional 
quality assurance to the lifecycle of a project, regardless of what other methodology is being used. In 
this case, during the pilot project in the organisation, the benefits of DSDM and XP are realised with 
DSDM continuing to bring a strong framework and ensuring that the requirements are found and met. 
XP development and testing practices have helped achieve both improved quality and introduced 
some potential around effort savings when pair programming and automated testing are utilised. 

The research presented in this paper is primarily based on the experience of a single case study ex-
periment carried out within a financial institution. While the findings are positive and show good prom-
ise, the small scale of this experiment must be acknowledged. A larger scale investigation would need 
to be undertaken to validate the results of this early study. 

With the recent launch of DSDM version 4.2 – which contains guidance for those wishing to use XP in 
conjunction with DSDM - the DSDM consortium have acknowledged the need to explore the potential 
for combining these two separate methodologies. However at this early stage there is a lack of any 
real experience of using XP and DSDM. 
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Abstract 

Software process improvement (SPI) work has a positive effect on customer satisfaction, 
competitiveness and product quality of the software industry. To successfully achieve such 
goals SPI work requires appropriate knowledge and experience. As a part of SPI, the current 
state of the software process and a number of improvement needs are results of software 
process assessments. After an assessment improvement actions should be defined and priori-
tized. The improvement decisions should be based on the business goals and characteristics 
of the organization (e.g. clients, type, size, domain, organizational culture, current processes 
and their capability). However, it is difficult and time-consuming to choose appropriate im-
provement actions. The organization might not have earlier experience in the area of SPI and 
thus external support is needed. In many cases a proper software tool could assist organiza-
tions in their SPI decisions. We examined software enterprises’ expectations for such a tool 
with the help of inquiries and a prototype of Gnosis, which is a software tool for SPI knowledge 
management. 

Gnosis aims to support a software organization's improvement work in solving problems, ana-
lyzing and prioritizing the improvements, typically after the assessments. The purpose of the 
tool is to support the transfer of SPI knowledge and best practices into the software compa-
nies. Intended users of Gnosis are quality managers, project managers and consultants.  

Two trials will be organized to examine Gnosis and the first one has already been completed. 
The goal is to evaluate whether the approach taken in Gnosis is understandable and usable to 
the envisioned industrial users and to test the relevance of the SPI knowledge available in the 
database. Eight Finnish companies from the regions of Pori and Joensuu participate in the tri-
als. The participating companies are small and medium sized enterprises (SME) from different 
sectors of the software industry.  

Usability of any software tool is essential for its success. A tool like Gnosis must support e.g. a 
SPI manager of a company to solve problems in prioritizing improvements of the company's 
software process. In this sense, the usability of the tool covers both the support for the SPI 
implementation and the tool's user interface. As a part of the first trial we gathered information 
on these areas with a semi-formal usability study.  Before the second trial period both the 
knowledge content and the technical solution of the Gnosis prototype will be developed further 
based on the results of the first trial. The second trial will include independent use of the tool in 
the participating organizations and will provide practical evidence of the usability and useful-
ness of the Gnosis tool in solving SPI related problems in real software development environ-
ments. The project is planned to be finished by the end of year 2004.  

In this paper we take a look at the Gnosis approach to SPI knowledge management, present 
the process for gathering information in the trials and, as the result of the first trial, describe 
the expectations of software SMEs for SPI knowledge management system.  

Keywords: software process improvement (SPI), knowledge management 
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1 Introduction 

Software process improvement (SPI) effects on customer satisfaction, competitiveness and product 
quality of a software organization. To success in achieving such goals, appropriate knowledge and 
experience is required in the SPI work. A part of SPI is the software process assessments, which re-
sult in determining the current state of the software process and a number of improvement needs. 
Next, improvement actions should be defined and prioritized. The decisions should be based on the 
business goals and characteristics of the organization (e.g. clients, type, size, domain, organizational 
culture, current processes and their capability). However, it is quite difficult and time-consuming to 
choose appropriate improvement actions. The organization might not have earlier experience in the 
area of SPI and thus external support is often necessary. In many cases a proper software tool could 
assist organizations in their SPI decisions. We examined software enterprises expectations for such a 
tool with help of inquiries and Gnosis, which is a recent software prototype for SPI knowledge man-
agement. 

The paper is organized as follows: Chapter 2 introduces the Gnosis approach to SPI knowledge man-
agement. In Chapter 3 we explain the information gathering process used in the trial and in chapter 4 
we present the results from the first trial.  Finally, in chapter 5 we draw the conclusions and present 
future directions for the Gnosis project. 

2 Gnosis Approach to SPI Knowledge Management 

Gnosis aims to support an organization's improvement work in problem solving, analysis and prioritiza-
tion, typically after the assessments [6]. The purpose of the tool is to support the transfer of SPI 
knowledge including best practices into the software companies. Intended users of Gnosis are quality 
managers, project managers and consultants. Gnosis has a database, which contains information 
about process reference models and best practice solutions applicable to actual improvement cases. 
A graphical user interface (GUI) allows a user to search and browse the database. A search results in 
SPI knowledge relevant to the context of the organization’s software development.  
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Fig. 1. The conceptual structure of Gnosis. 

 

Gnosis knowledge base has four different types of knowledge items which relate to each other (Fig. 
1): Goals, Impacts, Concepts and Experience Items [10]. Goals represent overall business goals of an 
organization. Impacts represent concrete results of the SPI work or the desired changes the company 
wants to implement in their organization. Experience Items represent codified expert knowledge giving 
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solutions to the recurring problems in the SPI work. These solutions are extracted from the practical 
experience of people working in the area of SPI or from the software engineering literature, e.g. ex-
treme programming [1]. Concepts represent elements found in software process models like SPICE 
[4, 5] and CMMI [2], which represent generally accepted software process improvement knowledge 
today. The concepts with their relationships are based on conceptual analysis of the models [7, 8]. 
The structure of an experience item is derived from the patterns approach [3], which is broadly used 
as a device to share knowledge about software design. In Gnosis the concepts form a network, which 
is used to search experience items to assist in solving problems. In addition, the concepts can provide 
relevant information in problem solving. 

3 Evaluation Process 

Our approach for SPI knowledge management is empirical thus we have to carefully validate our work. 
The evaluation process takes place in two trials of which the first one has already been completed. 
The goal of the trials is to examine whether the approach taken in Gnosis is understandable and us-
able to the envisioned industrial users [10]. The purpose is also to test the relevance of the knowledge 
obtained as the result of the performed queries. Eight Finnish companies from the regions of Pori and 
Joensuu participate in the trials. The participating companies are small and medium sized enterprises 
(SME) from different sectors of the software industry. 

The primary purposes of the first trial phase (Fig. 2) were to focus in studying appropriateness of the 
knowledge representation approach of Gnosis, to find out usefulness of Gnosis approach from the 
view point of an end user, and to test usability of the Gnosis system. The first phase consisted of two 
sessions. On the first visit to the company (Session 1) the focus was in gathering general background 
information of the company including its SPI activities, and to collect specific knowledge of the two 
processes selected for closer examination: customer requirements elicitation process and testing 
process. 
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Fig. 2. The process for the first trial 

On the second visit (Session 2), the focus was on the usability evaluation of the Gnosis tool. It con-
sisted of a Gnosis tool demonstration, two problem solving exercises, and interviews of the partici-
pants. During the use of Gnosis we collected two protocols of usage for further analysis. First was the 
Gnosis tool output display and the input actions (keyboard and mouse clicks) of the participants and 
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the second was the voice protocol with microphone connected to a recorder. We used "think-aloud"-
method to collect participant’s utterances while using the Gnosis tool. After the exercises we inter-
viewed the participants for their subjective experiences of using the Gnosis tool. The questions were 
directed to three different areas: first, the general approach of the Gnosis tool to help in SPI problem 
resolution; second, the relevance of the Gnosis knowledge base query results to the company's SPI 
situation; and third, the overall usability of the Gnosis tool and its user interface (Questionnaire 2). 

4 First Trial Phase Results 

This chapter presents the results from the first trial. The chapter is divided into three parts, the first 
presents the participants’ opinions about Gnosis support for organization SPI work, the second dis-
cuss the relevance of the system's knowledge content for SPI and the third reveals the usability issues 
of the Gnosis tool. The results are mainly based on the interview done after the session 2. The ques-
tions are presented in the Appendix. 

Gnosis support for the SPI work 
In the first question of the interview we inquired, does the Gnosis approach support the organization's 
software process improvement work. The overall result was that the idea of Gnosis seems appropriate 
and it can support the SPI work of the company. Every interviewee answered affirmatively to this 
question. Especially Goal/Impact-search of the Gnosis system got much positive support. Trial users 
considered the possibility to start knowledge search from high level goals via impacts towards con-
crete process improvement actions very useful. It helped the users to see the big picture of their SPI 
situation, e.g. how experience items are related to the higher level business goals and impacts. Par-
ticipants also think that Gnosis is an interesting tool which can accelerate SPI problem solution in cer-
tain cases. It was also noted that the tool is able to support organization’s quality group/persons in the 
process improvement work, but it doesn’t support for the software development work during a project. 
Our main intended end user group is quality personnel of the organizations. 
 
Next we asked, could the participant ask appropriate questions and does the Gnosis tool support mak-
ing questions. According to the participants' comments, it was difficult to find right keywords for the 
search input and they also considered that keywords had large impact on search results. The termi-
nology of the system and its knowledge content were considered to be a little unfamiliar by couple of 
the participants. To solve this problem some participants used Goal and impact search-function to 
resolve the right keyword and after that they continued the search with keywords. Almost every par-
ticipant considered the Goal/Impact-function very useful and natural.  
 
The third question considered the relevance of the search results from the company's point of view. 
Generally the results were considered relevant although in some cases too general. According to the 
participants the order of the Gnosis search results is reasonable although some expostulations were 
expressed. 

Relevance of the Gnosis knowledge base 
In general, the knowledge content was considered to be relevant and useful for the SPI work. During 
the trial every participant stated that the knowledge content of the search results were relevant to the 
software process improvement target under examination. The experience items got mainly positive 
feedback and the level of the knowledge in most of these knowledge items were evaluated appropriate 
and useful. Also the structure of the items was considered good but according to the some of the par-
ticipants some of the items were too generic. Feedback on process descriptions of the reference mod-
els varied more. For example, the knowledge content of the process descriptions and other concepts 
were considered in many cases to be too short and abstract. However, the knowledge content related 
to the international standards (e.g. SPICE and CMMI) was considered to be very useful. Also, the 
need for a cost/benefit –type attribute for the experience items was mentioned more than once. It was 
also noticed that in this phase of the system and knowledge development it is very difficult to assess 
relevance of the Gnosis knowledge because the amount of the knowledge is very limited. One of the 
participants also pointed out that in the future, when knowledge content will increase, it will be more 
and more difficult to find right solutions in the organization’s context.  
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Overall usability of the Gnosis tool 
According to the trial participants, the user interface of Gnosis works but the graphical outlook of the 
system is poor. We got plenty of ideas how to improve graphical design of our tool. The basic search-
functions of the tool achieved mainly positive feedback. However, also alternative ways to search 
knowledge were presented. Participants hoped, for example, some kind of a visual browser for the 
knowledge content. With a visual browser it could be easier to navigate between knowledge items and 
to understand how the knowledge items are related to each other. We have already added this kind of 
a visual browser to our system and it will be tested and evaluated during the second trial. Some of the 
participants also hoped that questions could be presented in an interrogative form. This was tried in 
the Patterns project [9] and at the moment we don't support this feature. The basic keyword search 
and the idea of a goal/impact based search got support from the trial users. The trial users also 
wanted some on-line help function.  

5 Conclusions 

The feedback from the first trial was positive and encouraging. According to the participants the idea 
of Gnosis seems appropriate and it can support SPI work of the company. Gnosis can assist and ac-
celerate SPI problem solution and help users to see the big picture of their SPI situation, e.g. how 
experience items are related to the higher level business goals and impacts. The knowledge content 
of the system was also considered relevant and useful for software process improvement, but in some 
cases too general. The user interface of Gnosis works, but the graphical outlook of the system needs 
improvement.  

For the second trial period the knowledge content and technical solution of the Gnosis prototype is 
developed further based on the results of the first trial. The second trial will include independent use of 
the tool in the participating organizations as well as joint sessions with researchers to provide practical 
evidence of the usability and usefulness of the Gnosis tool in solving SPI related problems in real 
software development environment. The project is planned to be finished by the end of year 2004. 
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Appendix: Trial Questionnaire 2 

 Questionnaire 2
Relevance of the overall approach
1. Is the approach compatible with your company’s SPI principles?
2. Are you able to do right queries?
3. Are the answers of Gnosis meaningful from your company’s point of view?
Knowledge content
4. Is the knowledge necessary for SPI?
5. Is the knowledge correct?
6. Is the knowledge too specific or too generic?
User interface
7. How do you comment the user interface?
8. Is it easy to execute queries?
Interviewee’s questions
9. Do you have anything to ask or any comments?
Gnosis use cases
10. How would you utilize Gnosis in your company?
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Abstract 

This paper intends to give account on successes and difficulties encountered over the last 
decade by two Hungarian companies with strong commitment to software process improve-
ment. The cases are positioned with respect to milestones of software process improvement 
initiatives world-wide and in Hungary, and the conclusions are globally valid despite of the dif-
fernces in the current environments. The three distinguished stages of software process im-
provement are: “Awareness of process capability weaknesses”, “SPI and ISO 9000 certifica-
tion”, and “Back to the business”. And the latter one turns out to be one of the gateways to 
level 4 of the emerging ISO/IEC 15504 standard. 

Keywords 

business, case study, SPI, ISO 9000, Bootstrap, CMM, CMMI, ISO/IEC 15504, Balanced IT 
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1 Introduction 

The software process movement was initiated in Hungary through the Hungarian membership in the 
Bootstrap Institute from 1993. The significance of this step marked by the publication of the paper 
describing the European Software Quality Network [5] is highlighted in both of the cases discussed in 
this paper. In addition to actual process assessments and improvement action planning, the message 
was conveyed in numerous presentations and publications in Hungarian language as well [6]. The 
BOOTSTRAP methodology was developed in the framework of the EU ESPRIT project 5441 and 
combined the following approaches: Software CMM, ISO 9001/9000-3, European Space Agency 
Software Engineering Standard PSS-05-0, and DoD-STD-2167A.  

A parallel movement also rooted in TQM and taken into account in Bootstrap was the ISO 9000 series 
of standards first published in 1987 followed by Guidelines to the Development, Supply, and Mainte-
nance of Software in 1990.  ISO 9000:1987 focused on quality control via retroactive checking and 
corrective actions, ISO 9000:1994 emphasised quality assurance via preventive actions, while ISO 
9000:2000 makes  expectations of continuous process improvement and tracking customer 
satisfaction explicit returning to the common TQM roots and converging to CMM [7]. 
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2 Awareness of Process Capability Weaknesses 

In this section, the two companies providing the case studies are briefly introduced. Their core busi-
nesses are different, software development is however an integral part of their activities. Their com-
mon characteristic is the commitment to software process improvement which was manifested by their 
pioneering demand for the most advanced approaches corresponding to their maturity level and to the 
global state-of-the-art. 

2.1 IQSOFT/ IQSYS 

IQSOFT Ltd. (IQSOFT Intelligent Software. Ltd.), predecessor of the current IQSYS Ltd., was one of 
the main representatives of the software industry in Hungary. The company was formed in early 1990 
from part of a large state organisation, the Theoretical Laboratory within the Computer Technology 
Co-ordination Institute (SZKI). IQSOFT joined the KFKI group in 1999, and, in March 2003 it became a 
constituting part of the newly established software development company, IQSYS. The company is a 
medium-sized one, having at present 150 employees. IQSYS  kept the main software activity types of 
the forming companies: software development (mainly in a database environment, using 4GL devel-
opment tools), software integration, and software implementation. The interest for software quality and 
software process improvement has also survived the reorganizations. 

Since 1993, efforts have been made at IQSOFT to develop and introduce an internal Quality Man-
agement System (QMS). The basic reason of IQSOFT’s management decision was the emerging 
request to be ISO-certified, formulated by a (potential) foreign customer. At that  time , no Hungarian 
software company was registered according to ISO 9001, so it would have been a strategic advantage  
to be the first registered Hungarian software company.  

In 1994, the overall company and two concrete projects were assessed according to the BOOTSTRAP 
methodology briefly described above. The results of this assessment pointed out that the whole or-
ganisation was situated on level 1.25 in the CMM model, while some of the activities (such as detailed 
planning, project management and usage of development model) turned out to be above level 2. Due 
to an insufficient understanding of the interconnections between CMM and ISO 9000, IQSOFT was 
unable to use the assessment results in an appropriate way. Tha company had to accept that the ef-
forts made in building and introducing a QMS at IQSOFT [1], [2] did not produce the desired results. 
By the beginning of 1994, all basic quality documentation had been finalised, but remained almost 
unused, since management did not make their usage mandatory. Though the documentation set was 
ISO 9001-conform, there was a huge gap between ISO 9001 prescriptions used in the documentation 
and real life practices. IQSOFT believed at that time that the main reasons for this slow adaptation of 
new procedures were both the diversity of projects (IQSOFT’s projects were difficult to standardise) 
and the human factors dimension (software developers were resistant to accept standard prescrip-
tions).  

2.2 MEMOLUX 

Memolux, established in 1989, is a Hungarian private SME company with professional experience as 
a service provider in finance and public accountancy, management organization, software develop-
ment and information system engineering. In Hungary, Memolux is ranked after the "Big Four", the 
four greater advisory firms in public accountancy. Memolux is a member of several economic cham-
bers (AMCHAM, BCHH, CCCH). The payroll and accounting service lines represent the biggest one in 
the Hungarian market provided by an independent Hungarian SME with about 150 clients. 

Since MemoLuX Ltd. was steadily growing and was managing larger and larger and a greater number 
of projects, MemoLuX had to achieve better control of the software development process, a quantita-
tive view of the production process, and higher credibility among Hungarian and EU customers 
through an improved BOOTSTRAP maturity profile and an increased level of compliance with ISO 
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9001.   

Memolux was the prime user and contractor of the PASS ESSI PIE (European Systems and Software 
Initiative Process Improvement Experiment) which was the first Central and Eastern European 
Framework Programme project directly and fully supported by the European Commission under the 
ESPRIT Programme EP21223 [8]. The maturity level aimed in the project was 3, fairly high on the 
international scale. The progress was monitored according to a well-planned quality measurement 
process and corresponding tasks were scheduled as separate workpackages. 

A BOOTSTRAP assessment was performed in order to clarify the strengths and weaknesses in the 
software development process at MemoLuX.  This gave the following conclusion. MemoLuX’s maturity 
level was 2.5 in the SPU (Software Producing Unit) global environment and the same score was 
measured in the selected SPU project. Looking at the status of software engineering practices at 
MemoLuX, the quality management of IT projects needed enhancement. Improvement steps, to be 
carried out first with the guidance of the BOOTSTRAP consultant, were planned. 

3 SPI and ISO 9000 Certification 

The Software Process Improvement movement gained momentum in Hungary around 1996 when the 
Hungarian version of ISO 9001:1994 has been published under the name MSZ EN ISO 9001:1996. 
Significant SPI related events [9] were organized by the Software Quality Management Division of the 
Hungarian John von Neumann Computer Society which was established in this year  
(http://members.iif.hu/birom/neumann/eng/index.html), as well as by the Information Technology 
Foundation of the Hungarian Academy of Science which played an important role in the introduction of 
ISO 9000 certification requirements in public procurement bids. Many internationally recognized certi-
fication bodies established in Hungary, but only few of them were ready to audit software organiza-
tions in Hungarian language. However, they quickly trained their auditors [10], and by the end of 1996 
there were 4 software organizations certified according to ISO 9001.  

3.1 IQSOFT/ IQSYS 

Experiencing the “failure” of the original quality-exercise, the management and the employees of 
IQSOFT became sceptic about the possibility to improve daily practices. The customer requiring ISO 
9000 certification disappeared, and during 1995 there was no concrete idea about what the next step 
in quality management should be. Quality activities were not stopped, but became a kind of back-
ground activities limited to research in the domain. 

IQSOFT felt that some important elements were lacking. It became obvious, that a QMS, even a struc-
tured system-development or project management methodology can not be introduced at once at 
IQSOFT. It also became obvious that first of all organisational and working-style changes were re-
quired at the company, as a first step towards quality management. 

The company came to the idea that a software QMS will not be really operational and useful if we 
would take into account the ISO 9000-prescriptions alone.  

So, also taking into account the results of the BOOTSTRAP assessment, IQSOFT’s management 
decided to use the opportunity offered by an EU PHARE tender to introduce a project management 
methodology. Taking into account the former co-operation with Lucas Management Systems, the PM2 
methodology of this company, distributed by Metier Plancon (NL) had been chosen for supporting the 
project called IQPM² [3], [4].  

The project started in February 1996 and finished in May 1997. The basic phases were: awareness 
and requirements gathering, development of project management standards and procedures, solution 
definition and implementation of a software tool, testing the developed standards and procedures, 
measuring and evaluating the results, improving the standards and procedures according to the re-
sults obtained in the baseline projects. 
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We can state that the project was successful: it reached its goal within the planned time and budget 
limits. A key factor in the success was the very strong support of management, which attached a high 
priority to the project. The employees were kept informed during the whole project about its evolution. 
Working together with many employees in defining the needs, in putting things on paper, in trying out 
the newly written prescriptions in real projects contributed to the decrease of the previously hostile or 
passive attitude towards all quality-issues at the company. People saw that it was possible to work out 
a set of prescriptions that were really helpful for their work [14, 15]. 

During this phase 3 it became obvious that there were serious communication problems within the 
company (e.g. employees were not aware of the management’s requirements regarding their work). 
Therefore, the management decided to develop a handbook containing the description of the IQSOFT 
organisation, the possible positions, functions, roles and responsibilities. During the analysis made 
before developing this handbook, it was decided to start with a formal quality department.  

According to a Bootstrap assessment carried out in 1997, the overall organisation had the maturity 
level 2, while the pilot projects reached 2.50 in CMM. Issues related to organisation were situated on 
level 3, life cycle independent functions and process related functions reached level 2.75. Compared 
to the assessment made in 1994, this Bootstrap assessment showed an increase especially on those 
fields related to the IQPM2 project goals: organisation, description of standards and procedures, pro-
ject management practices. This increase supported management’s belief that we were moving  in the 
right direction. 

Besides the planned ones, the IQPM² project produced a series of side results, which, from the com-
pany’s long-term perspective, were even more important than the planned ones.  

IQSOFT understood that the processes of a software company could be - in their case: should be - 
divided into at least two distinct activity types: project management processes and technical proc-
esses. Project management processes are those concerned with the successful management of the 
project, regardless to what technical activities (e.g. system development, system integration, support 
etc.) are being done in the project. Technical processes are concerned with the technical work done in 
the project. 

Projects can be modelled according to both activity types, so project management models and project 
type models can be situational configured. IQSOFT noticed that project management activities in the 
company were more stable than the technical ones, which justified again their separation. With the 
standardisation of project management activities –building the (single!) project management model of 
the company - IQSOFT made the first important step towards bringing order in the company. At that 
moment they consciously left the technical activities undefined, just grouping them into several “project 
types”, which would be worked out later. The finding that there were just a few, well definable project 
types (development project, system integration project, implementation project, research project) 
strengthened again the belief that it was possible to structure the company’s activities.    

With the above positive experiences, IQSOFT’s management decided to go again for ISO 9001 regis-
tration. This decision was a logic consequence of the results obtained in the previous phase. On the 
one hand, the CMM level close to 3 was said by literature to be more or less an ISO 9001-conform 
level. On the other hand, it was clear what had to be done: the project model developed in phase 3 
had to be completed with the type models,  the non-project- related activities had to be standardised 
as well. A very important fact was that the employees were accepting the need for an organised way 
of working.  

The situation on the software market had also changed since IQSOFT’s fist attempt to register: by 
November 1997 a number of 6 Hungarian software companies had been registered according to ISO 
9001. Being registered was not a novelty any more, while not being registered started to be a serious 
handicap. 

On this basis a project was started to obtain registration. It can be called a ”new approach” project 
because it had the scope of obtaining ISO 9001 certification using all former experience of IQSOFT in 
building a customised QMS. The project was declared a top-priority one. The project team was formed 
by a project owner - the technical director-, one of the authors was declared project leader, and 10 
project members - one representative for each of IQSOFT’s departments - spent part of their time 
working on the type-models of their departments. The estimated internal effort was 250 man-days. 
Official start date of the project was preceded by two training sessions: an internal auditor course was 
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organised for all project members, and a course attended by the top management and the leaders of 
the different departments. 

The quality management system was fully operational beginning with February 1998. The final audit 
for the registration took place in April 1998, and it was successful. It is important to show the structure 
of IQSOFT’s internal QMS: it followed the recommendations of the ISO standards, but it was built to fit 
the specific needs of the company itself. The basic idea underlying the QMS was that project- related 
activity and non project- related activities existed at IQSOFT. They grouped these into ”project- related 
processes” and ”non project- related processes”. Describing the ”non project - related processes” was 
easier: the processes related to sales, training, computer system administration and secretariat were 
relatively well defined already in 1993. Having the experience of the IQPM² project, we separated the 
project management activities from the technical ones. This way, a company-wide standardisation 
became possible: the project management standards - which were worked out earlier, within the 
IQPM² project - were valid for all projects. The differences were described in the so-called ”project 
type models”. 

The ISO 9001 project has been evaluated to be a successful one. It reached its goals within the 
planned time and cost limits, and it produced the planned results. We can state that the success of the 
project was strongly influenced by the strong support of top management. The employees accepted to 
work in a standardised way. There was no evident opposition from any departments; passive opposi-
tion (characterised mainly by the absence of co-operation) was rarely observed. 

The QMS built in IQSOFT is being used actively ever since, although reorganized in 2001 and 2003.1. 
This fact is shown by the relatively high number of requests for changes in the prescriptions, tem-
plates, employees' propositions and problems raised in connection with the QMS. The procedures are 
updated to fit the modified practice, and, as new practice is being observed, new ideas are introduced 
to make things work better. According to the evaluations, working in conformance with the prescrip-
tions of the quality management system causes about 30% of extra effort in small projects, and about 
10-20% in the bigger projects.  

3.2 MEMOLUX 

As part of the PASS ESSI PIE project initiation, 6 main stages were set up covering the workpackage 
structure to provide checkpoints for project progress.  
 

Due to the fact that there are strong connections between the baseline software development tasks 
and PIE tasks in measurement and quality monitoring issues, the set up and implementation of the 
Quality System were performed before completing the system planning phase of the PASS develop-
ment, so only the project initiation of the baseline was completed at the first stage. 

At the end stage review of the first stage performed in December, 1997 corrective actions were indi-
cated in time, during the detailed planning and scheduling of the next stages: 

• resources were re-allocated from the project management task to the use-steps of the scenario 
development to support actual try-out in the baseline project 

• a software circle as a feedback mechanism was founded 

• all intermediate results of each scenario and quality development were discussed in this circle.  

Corrective actions succeeded. Two critical problems were solved. On the one hand the full ISO 9001 
Quality System documentation was completed in compliance with the redefined process workflow, on 
the other hand internal dissemination connected with continuous improvement of the deliverables was 
working due to the new feedback mechanism. 

After the completion of the ISO 9001 Quality System documentation based on the implemented quality 
                                                      
1 The first reorganization was connected to registration according to ISO 9001:2000. The second reorganization was due to the 
organizational change. The details of the reorganizations are described in K. Balla: Software Process Improvement and Organ-
izational Change. (50 jaar informatiesystemen 1978-2028. Liber Amicorum voor Theo Bemelmans. pp. 181-198. March 2004. ) 
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scenarios and successful training and coaching period at the closure of the second stage, the decision 
was made to complete the implementation tasks of the Quality System in the third stage. This meant 
the overall introduction of the Quality System in the whole IT organization, which had been originally 
planned at later stage. This meant extra effort for the IT staff during the third stage so the baseline 
project was suspended for one and a half month period. The success of the performance of this stage 
was measured by the mid-term self-assessment, and after internal audits, a successful ISO 9001 certi-
fication was achieved. 

On the basis of the results of the first three stages, the baseline project schedule was updated. The 
parallel activities of the baseline and the PIE projects regarding measurement and quality monitoring 
were performed in stage 4 and 5. The fifth stage ended by the final BOOTSTRAP assessment of the 
project. The measured maturity level of the IT department was 3. In stage 6 the external dissemination 
activities were completed.  

Table 2 shows the dynamics of the experiment by comparing the first plan with the actual one. The 
main quantitative result of the project regarding scheduling is the two-month delay in baseline devel-
opment compared to the one-month introduction period of the ISO 9001 Quality System. The software 
industry based expectation for the introduction was 6 months. This means that the formerly achieved 
process improvement maturity level 3 causes delay in the first project, but this delay is comparable to 
the introduction period of the ISO 9001 Quality System. The clear advantage is the extremely fast 
achievement of compliance with ISO 9001 requirements for the whole IT organization. 

The main lessons learnt from the above experiment were the following: 

• The approach of considering the improvement of the maturity level as the principal objective and 
the achievement of ISO 9001 certification as a side-effect was valid from the efficiency point of 
view. 

• Even if ISO 9001 certification was not the principal objective of process improvement, it might be 
worth capitalizing on its high recognition by allocating appropriate resources to its achievement. 

• According to international experiences, there is usually a significant decline of attention towards 
the quality system after the ISO 9001 certificate is granted. The approach of considering certifica-
tion as a side-effect of overall process improvement helped avoiding this trap. 

4 Back to the Business 

One of the major criticisms of ISO 9000:1994 was that its introduction became a burden with the 
overwhelming ISO bureaucracy which was only meant to control the production and was not ready to 
adapt to the permanent change of processes, technology and customer demands.  

These business issues were highly relevant in Central and Eastern Europe at the end of the 1990’s 
since the efficient use of all resources became increasingly critical. Hungary played in general a major 
role in the involvement of Central and Eastern European companies in software process improvement 
initiatives and the creation of channels for their presentation [11], as well as contributed to the global 
understanding of business motivations for software process improvement [12], [13]. The publication of 
the basic concepts of SPI and of the business motivations in the form of book chapters accessible in 
Hungarian language was a major milestone as well [14], [15].  

A further issue which is highly relevant in emerging countries is the consideration of the differences in 
cultural value systems when introducing new management processes. This issue is discussed in the 
context of SPI in [16]. 

The above global processes drove independently both of the discussed companies to orient their fur-
ther process improvement initiatives towards their business needs. IQSOFT/ IQSYS worked out the 
structure of its quality goals model based on the Balanced IT Scorecard (BITS), while MEMOLUX, 
whose core business is payroll accounting service provision, introduced the newly published eSourc-
ing Capability Maturity Model for IT-enabled Service Providers (escm). Both of the companies achieved 
of course ISO 9001:2000 certification as well. 
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4.1 IQSOFT/ IQSYS 

While achieving ISO 9001:2000 certification in the spring of 2001, it became more obvious for IQSOFT 
- it was explicitly stated - that quality management was not a separate process but rather an aspect of 
the management processes. The QMS was not a separate system, but the integration of all systems, 
processes, practices, documentation, rules, conventions used at the company. 

Being obliged to fulfill the standard requirement about setting quality goals and establish a metric pro-
gram to measure them guided the company towards connecting quality goals to business goals.  

It is interesting to analyze the changes in setting the quality goals of the company. If we look back to 
connecting quality goals to business goals while having in mind the Balanced IT Scorecard framework 
(BITS), we can notice that the quality goals of IQSOFT/ IQSYS have been grouped in fact according to 
the elements considered important in the BITS. The company established quality goals related to: 
financial issues, customers, people, processes, infrastructure and innovation elements. 

 
Figure 1: Connecting quality goals to business goals 

In Figure 1 we show the elements contributing to the successful execution of a strategy using a repre-
sentation suggested in [21], marking also the year (2001) when quality goals associated to each ele-
ment appeared in the company. This year is also connected to the moments when the usage of mod-
els different from ISO 9001:2000 emerged. 

Regarding the newly established goals, some important remarks can be made. First, it is obvious that 
quality goals in the first year (2001) were rather stereotypical (basically related to financial issues), 
while in the next years the company started to set quality goals more and more deriving from real 
business needs. Next, using further software quality models, besides ISO 9001:2000, appeared as a 
business driven quality goal.  

Since 2001, there was no precise understanding about why and how measurement should be done, 
only project management- related data gathering was started (planned and actual time, cost and effort 
of projects were recorded). By 2002, measurement provided some data that, although not sufficiently 
accurate, guided the attention towards problematic areas of the company’s activity. 

The biggest problem was considered to be the huge difference between planned and actual effort of 
projects, forcing us to face that our estimates were not accurate enough. The wish to make them more 
accurate resulted in several quality goals for 2002, related basically to software product quality and 
software process improvement.  
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The understanding that IQSOFT was using in fact only one of the possible process oriented ap-
proaches – ISO 9001:2000 - towards software quality was there, while other possibilities in choosing 
appropriate models for different important software-quality–elements were considered. This way, the 
need to use further quality models for further important elements of software production came natural 
to the company. IQSYS continues the SPI started before 2003. Currently, the technological life cycle 
activities are being described, this is believed to bring IQSYS closer to L3 CMM or CMMI staged regis-
tration  

4.2 MEMOLUX 

The company built its success around the accounting and payroll outsourcing needs of Hungarian and 
foreign start-up companies following the social and economic transformation of the 1990’s. The full 
time professional staff, the nimble organization, the innovative culture and their strong IT foundation 
enabled Memolux to maintain a stable growth and to adopt quickly to changing market requirements. 

Due to a conscious and consistent integration of business and technology development efforts in the 
company’s strategy, Memolux was able to build and maintain a competitive advantage in its markets. 
In 1999 the new project called PASS3Mill started based on the new definition of the company’s Payroll 
business strategy. With the help of the ICT staff, the management of the Memolux Payroll Department 
developed a vision listing the major characteristics of the business Memolux wanted to run.  

The effects of the PASS3Mill project on the capability of the outsourcing business environment were 
measured against the framework of the eSourcing Capability Model for IT-enabled Service Providers 
(escm) [19] in the beginning of 2003. 

 
Figure 2: The escm framework 

The escm framework contains nearly two hundred practices for IT enabled outsourcing providers that 
address the critical capabilities of the service. All the practices are organised into three outsourcing 
phases and five organisational elements and each practice is associated with a capability level. 

The objective of the self assessment was to define the measurable effects of the previous PASS3Mill 
project. In 1999 when PASS3Mill project started no applicable capability models (such as escm ) were 
available and could be applied to define the level and the necessary improvement steps of business 
related services such as the payroll outsourcing service. 

In business terms, the PASS3Mill project achieved the main goal of providing enabled IT technology 
and process support for the redesigned outsourcing business process at predictable cost. During the 
migration period, the fast growing (40% per year) volume of business transactions were processed by 
a much lower increase  (12% per year) of human resources. 
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There are four main lessons learnt from using escm model to assess Memolux outsourcing capability: 

• High capability level (3) practices can’t be achieved without external process improvement sup-
port. 

• The high capability level can’t be kept without running knowledge management system. 

• The practices of the escm framework are well adaptable for any virtual organisation model as the 
high capability level outsourcing cooperation of service clients and providers implements a real 
knowledge-based virtual organisation. 

• The verification and accounting of the transferred knowledge resources are critical issues for IT 
enabled outsourcing sustainability. 

Based on the lessons learnt, Memolux is focusing on how its process improvement skills and the 
adapted technology having been developed for many years can be utilized as a professional new out-
sourcing service. One of the business intentions is to provide knowledge-based skill and technology 
support for SMEs and NGOs participating in public-private cooperation projects. The new outsourcing 
service organisation is naturally running on the same knowledge management platform, which is part 
of the service itself. The uniqueness of the proposed service is that it assumes cross European part-
nerships both in the service providing organisation and the users sides. 

The implemented knowledge management platform provides: 

• Teamwork tools and processes for inter- and intra-enterprise cooperation supporting quality man-
agement via integrated knowledge portal; 

• Flexible organisational structures empowering knowledge communities and radical innovation; 

• Product & service design solutions of supporting specific business models. 

 

Figure 3: The escm implementation of Memolux 

These methods and tools have not been available for the accession business communities. They still 
have been the advantage of the big multinational consulting network-organisations, which have no real 
solution to the local SME and NGO business environments in the enlargement countries. However 
successful local business process outsourcing firms have been growing in size and services in the 
accession countries as well, frequently joining to international groups to scope with the requests of 
globalisation. These local service providers are aiming at the SME and NGO communities as well, by 
offering value added services at reasonable prices via traditional outsourcing business models. 
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Based on the tailored fundamental quality requirements, the new knowledge management platform is 
following already proven valuable standards (e.g. ISO9001, ISO12207, AQAP160, AQAP170 and 
EFQM), while its basic content - knowledge and intellectual capital management for SMEs and NGOs 
- offers important contribution for the innovation strategy especially in virtual production, supply chain 
and life-cycle management, interactive decision-aid systems, development and rapid manufacturing. 

5 Conclusion 

The last couple of decades were rather turbulent in Central and Eastern Europe. Nevertheless, this 
paper shows that important advances have been made in the direction of process improvement and 
business efficiency, and despite the special nature of this emerging business environment, the experi-
ences are globally valid. This means that a major initial motivation for SPI is the recognition of the 
existence of process capability weaknesses. Once the first successful steps are made, ISO 9000 certi-
fication is considered, since this is widely known by management and may provide marketing leverage 
to the firm. After possible disappointments, SPI is rediscovered in the context of its actual potential 
contribution to business success. And this is actually one of the gateways to level 4 in the emerging 
ISO/IEC 15504 standard. 
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Evaluation of using a UML methodology 
in a large embedded development  

project 
 
 

Hanne Kristin Thorsen, Bente Anda, Kai Hansen and Ingolf Gullesen  
 

This presentation gives the result from an examination of using a UML based development 
methodology in a large, complex system development project. The development project has 
introduced and used UML for developing software and hardware for the industrial market. The 
evaluation shows which part of the method that has improved the development and what have 
been more difficult parts in the process of introducing a new method. There have been gained 
positive effects from use of the method, and most developers have found the method to be 
suitable for the kind development performed in the project. However, some problem aspects 
are identified, which may be considered potential areas for improvement. 
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1 Introduction 

ABB is an international company with the main business areas development of power and automation 
technologies, including production of electronics, software and hardware for automating process con-
trol systems. ABB has a large number of development projects, the majority of them are embedded 
and system development where development of special hardware is included. A large number of dif-
ferent methods, programming languages and software tools are used, but generally there is little 
common streamlining of the system development [2]. 

To meet market requirements, ABB decided to get their safety products certified by TÜV to the 
international standard for safety equipment, IEC 61508 [8]. This safety standard is becoming the 
dominating generic standard for hardware and software development [7].  The company also identified 
that adapting ”state of the art” methodology in analysis and design might lead to improvement of their 
system development projects. Consequently, a Software Process Improvement (SPI) effort was 
started, involving development, introduction and use of a new system development method, the ABB 
UML method, adapted to the company’s specific product development.  

1.1 The ABB SPIKE project 

ABB has become contributor to the national SPIKE (Software Process Improvement based on Knowl-
edge and Experience) project [12]. In cooperation with Simula Research laboratory, located in Oslo, 
Norway, ABB‘s SPI project was extended, and preceded as an ABB SPIKE improvement project. The 
focus of the project is to evaluate the use of the ABB UML method as it has been applied for develop-
ment of safety products in a large-scaled system development project, the Pluto program. 

The research motivation is related to the use of UML for system development. To meet IEC 61508 
requirements of use of semi-formal methods for development of safety equipment, ABB based their 
new development method on use of the graphical Unified Modelling Language (UML). UML has be-
come a de facto standard diagramming notation for object-oriented system modelling in industry [9, 
10], primarily for software. Numerous software development methods are based on the use of UML 
[9]. However, based on literature search, it seems like little material on evaluation of costs and bene-
fits from use of UML and associated method has been published. 

The main research goals are: 

• Identify prerequisites for successful use, particular challenges and most immediate effects of 
UML-based development when the team members are newcomers to UML. 

• Evaluate the suitability of UML-based development when developing safety-critical embedded 
systems. 

• Identify possible improvements in the current UML-based development method applied in ABB, for 
example with regards to how to handle large and complex UML models, how to apply UML in de-
velopment based on an existing system, and how to assure traceability. 

The research methods have involved gathering experiences from the use of the ABB UML method by 
depth interviewing some the project participants at the different cites. The results from the interview 
analysis was used to focus a questionnaire, aiming at having as many as possible of the project par-
ticipants answering it, which in fact is ongoing work. A comparison of the ABB UML method with alter-
native UML-based development methods (i.e. RUP) is another work in progress. The comparison is 
done to position the method and evaluate how general the results from the evaluation are, and inspire 
to method improvements. Another planned activity to be performed are analysis of project documents 
to triangulate results from interviews and questionnaires, as well as identify best practices that can be 
used to improve the ABB UML method. 
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1.2 The Pluto Program 

The large-scaled system development program Pluto, within which the ABB UML method was intro-
duced, consists around 230 people located at four different cites in three countries. It is the most ambi-
tious QA project within ABB, using a large documentation system that is following the requirements 
from the IEC 61508 standard for project quality. The Pluto program, which develops a new version of 
a safety related system, involves development of different types of software: Microsoft Windows XP 
C++, WindRiver VxWorks real-time operating system C and C++, C for an 16-bit microcontroller, and 
VHDL coding of FPGA (programming of hardware, no CPU). 

1.3 ABB methods 

The ABB UML method is developed to become an integral part of an ABB method portfolio consisting 
of the ABB Gate model, the ABB V-lifecycle model and the ABB UML method (figure 1). ABB uses the 
Gate Model for projects Business Decision Layer [1, 15]. For system development the ABB V – Life 
cycle model is followed [14]. It has ten main process phases organized in a V-model [4, 11], where 
each development phase has a corresponding test or validation counterpart. It follows a top-down 
approach from start of the project until design is finished, and a bottom-up approach in the test 
phases, from component test to verification test. The V-model should easily be applied both on pro-
gram/project, system and component level. 

 

 

Analys is and 
Design 

Deta iled 
Design 

Requirem ents 
Analys is 

PIT 

  
SRS,PR S 

Description of 
Function 

In tegrationTest
Description

PTT
Descriptions

Design Test
Description

Customer wish 
 M RS 

Design 
   Description 

Requirem ents 
Definition 

Im plem entation / M anufacturing

Design  Test

Functional 
Test / CTT 

G 3 G 2 G 4G 1 G 0 G 5

A B B  V - m odel 

Figure 1. The figure shows the relation between the ABB Gate model, the ABB V-life cycle 
model and the ABB UML method for development of safety related products. 
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The ABB UML method [13] is applied within the ABB V-life-cycle model. It is a semi-formal variant 
which involves seven phases organized in an iterative V-model, and equal to the life cycle model, 
each of the analysis and design phases has a corresponding test counterpart. It pays specific attention 
to the requirement analysis and design phases, specifying the use of UML diagrams and Rational 
Rose as tool, and the system documentation to be produced; the Description of Functions (DoF) and 
Detailed Design (DD) documents. It is applied for both software and hardware (VHDL and standard) 
development, but hardware development is only required to follow the requirements analysis part of 
the method. The phases are described on component and module level. It is document-driven in the 
sense that series of documents based on predefined templates is produced, constituting important 
milestones in the development process.  

2 Introduction of the method 

The depth interviews were performed in the middle of the project, and the interview analysis was not 
only important to focus the questionnaire, but constituted a spot test of the project situation at the time, 
resulting in a preliminary report [3]. Some of the results are presented in this article.  

2.1 Expectations 

Most developers focused mainly on that they had to use new method to meet the new safety require-
ments. Some expected positive effects to be obtained from applying the new method though, like im-
proving the development process and the system product quality in terms of lower fault rate and en-
suring product and safety requirements to be met. Some also had self-interest in learning to use UML 
for design and documentation. Others in fact were rather skeptic and reluctant to the usability of 
method to this kind of development, especially the hardware developers. Even though varying atti-
tudes towards the ABB UML method existed, most of the interviewees seem to have had a neutral or 
positive approach to the method. 

2.2 Experiences  

The introduction of a new development process with associated methods and tools have represented 
an effort. The change process has influenced several organizations, and required human barriers to 
be conquered to achieve changes in attitudes, implying a cultural change as well as technology shift. 

A change process requires involvement and commitment on all organization levels, to be successfully 
accomplished [6, 9].This was considered only partly successful. The ABB UML method was intro-
duced at project level. This might have affected how the management at the different work places 
handled it. The management was accused of neither knowing the method very well, nor understanding 
how demanding it was for the developers to take the ABB UML method into use, as it represented 
adapting to an object-oriented way of thinking while most of them were used to functional program-
ming. 

Some criticism were given for introducing the ABB UML method after the project had started, and the 
developers already had began working, basing documentation on old templates. Introduction of new 
guidelines and templates resulted in some rework to be done.  

The UML training was criticized for not being sufficiently tailored to the kind of development (real-time, 
embedded) to be performed in the project. This was not considered easy to be done though, as it 
would be difficult to find people with experience from both use of UML and this kind of development. 

Some felt it should have been considered more thoroughly how to apply the method, and likewise, the 
method introduction could preferably have been better planned. The new method was introduced to a 
large number of people at the same time, without having any previous reference projects to learn from 
or a sufficient number of mentors to provide guidance in how to apply the method. Not much support 
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could be gained from comparable similar previous experiences either. As a consequence, very many 
people simultaneously had to figure out mostly themselves how to do things. This resulted in different 
ways to perform UML analysis and design, and likewise different appearances of the documentation 
documents, between the individual project participants and between teams.  

The introduction problems seem to be due to the specific introduction circumstances. A new quality 
system structure was established and a new development process introduced, while the development 
work was already in progress. With a project that size, involving cooperation between different cites in 
different countries, this necessarily involved some challenges. An important factor is that the project 
did not start out this large, but grew in complexity and number of people along the way, as more 
knowledge of the development products to be produced was acquired. 

3 Effects from use of the method 

It seemed like most interviewees considered the ABB UML method to be a suitable system develop-
ment method for real-time, embedded development. Some of the positive effects resulting from use of 
the method are presented below. Some of the problem aspects identified also deserves a closer look 
and may be potential areas for improvement. 

3.1 Positive effects  

The main impression seems to be that the documentation documents, the DoF’s and the DD’s, have 
improved from previous documentation in elder ABB projects. They have become more comprehen-
sive and cover more aspects. The use of the UML ensures a more uniform documentation, compared 
to previous textual descriptions in English and use of various types of diagrams and pictures not hav-
ing unified notation or syntax. It was also claimed to be easier to learn people good UML than good 
English. The use of UML is considered to be intuitive when correctly used, and has increased the 
readability of the documentation, which is especially appreciated by the reviewers. 

The traceability between requirements and code has improved. It was by most interviewees found 
reasonable and useful to trace the requirements from use cases, through the different diagrams, to 
implementation. It was not always easy though, to ensure this traceability consistency, as the size of 
the requirements could vary from a small design requirement to a communication protocol.  

The ABB UML method was considered having enforced better design through making people take a 
more top-down approach to the development, which by the more experienced developers was consid-
ered the best way to take full advantage of UML. They could not go straight ahead prototyping. The 
design became more thoroughly considered, and constituted a framework very useful for implementa-
tion purposes. Together with a comprehensive documentation this contributed to lower the risk. 

Use of UML increased communication between the project participants. The developers with system 
parts/functions having interfaces against each other had to discuss design matters early in the proc-
ess. People were enabled to present to each other what they had understood in a unified way, ex-
pressing themselves in a more consistent and understandable manner, through the UML diagrams. 
For instance, sequence diagrams were frequently used as communication means, in terms of devel-
opers discussing design matters while drawing diagrams at white boards. Sequence diagrams were 
regarded especially useful when to describe matters that is not easy explainable by text. Both use 
cases and sequence diagrams were considered intuitive and useful, especially when to explain things 
to an outsider, not familiar with this particular development. The early discussions increased the pos-
sibilities to capture problems early in the project, facilitating reduction in the number of faults.  

Having already made the DoF and DD descriptions, including the UML diagrams, writing test cases 
represented less effort. It was easier to write test specifications from the use cases and sequence 
diagrams because the diagrams cover more aspects than did textual descriptions in previous system 
documentation. Controlling that all aspects specified in the diagrams are covered, more complete tests 
were ensured. 
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Most interviewees felt it would be easier to make further development of this particular system, as it 
now has become thoroughly documented. Equally, people were positive to use the method in other 
future projects. The experiences from the Pluto Program were expected to make it easier to take full 
advantage of the method in future projects, with greater opportunities to achieve possible gains. 

3.2 Problem aspects 

An important aspect is the suitability of the method to integration with an already existing system com-
pared to development from scratch, as both types were contained in Pluto project. Integrating with the 
old system meant considerable more problems. The existing code was poorly documented, and no 
architectural overview document existed at the time the interviews were conducted (later it has be-
come available), making it difficult to figure out how to fit the new parts into the elder system. In addi-
tion, the old system was non-safety and developed by functional programming, while the new parts to 
be added were safety related, requiring use of UML and Rational Rose, with associated object-
oriented method.  

For the new system to be able to reuse interfaces from the old system, it was necessary to make 
models of the old system by reverse engineering. There were no ambitions though, to reverse engi-
neer the entire system, or combining the models resulting from this process. This was regarded as 
both too time-consuming and expensive. 

The developers had to start out modelling right in the middle of something, making it difficult to take a 
top-down-approach. Starting out with a top level model of the entire system, followed by a breaking-
down process into subsystems, components and further classes and so on, the method better could 
have helped structuring and dividing the system into parts, and ensured consistency control between 
the interfaces. However, it was not considered easy to achieve such an approach in a project this size 
and complexity though. Many teams of developers have to start development work in parallel within a 
short time, making it difficult to reach identifying the interfaces as fast as required. This breaking down 
process was not considered particularly useful in hardware development as most of the components 
usually already were defined. 

Both the new system parts/functions to be added and the old part it had interfaces against were re-
quired to be documented by UML. This resulted in rather huge DoF’s and DD’s, up to an amount of 
about 2-300 pages each document, and perhaps only 50 of those pages covered the new part, by 
developers considered the most relevant. Most interviewees complained no one either could make 
use of or had they time for reading DoF’s and/or DD’s that size. Some examples of modelling adapta-
tions due to the integration with the old system were pretending the old code to be a black box and 
having to make fictive high-level classes. It was also considered difficult to model the interfaces. There 
had been difficulties in deciding the appropriate interface description detail-level, and according to the 
reviewers the interface descriptions typically were insufficient.  

The method description provided by the guideline and the templates seem insufficient in some areas, 
and rather rigid in others. They did not sufficiently support a uniform use of UML. More guidance was 
requested on how to properly differ between the versions of the diagrams with regard to both abstrac-
tion level and detail level. More guidance on detail level in the DoF’s and DD’s in general were re-
quested, to make it easier to distinguish between analysis and design activities. The DoF’s typically 
have become too detailed, and this is reflected in the DD’s, causing problems getting the right balance 
between those documents.  

More relevant examples on appropriate use of the method were also requested. The templates did not 
allow UML models to be replaced by textual descriptions or non-UML models, or those features to be 
added. However, this seems to have been done to some extent, when considered necessary for view-
ing aspects not covered by UML, particularly for hardware development. Too little guidance was given 
on what to be contained in the system description in the DoF’s and DD’s, and the developers tended 
only to describe how the smaller new package was placed into another larger function, not its place in 
the entire system. The reviewers did not appreciate this, as it was considerably more useful to them if 
it was possible to picture the connections between the system parts described by the DoF’s and DD’s.  

The reviews were criticized for not paying enough attention to functional aspects, but wasting time and 
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money on long-lasting discussions on UML subtleties, which resulted in much document rework. For 
instance, if the models themselves were subject for review instead of the DoF and DD documents, the 
update process would have been easier and felt less demanding. The first reviews perhaps had too 
many participants to be sufficiently efficient, but this had improved during the project.  

The ABB UML method was experienced more as a waterfall approach than iterative, something which 
could increase the risk of not uncovering major faults until late in the project. Some interviewees ar-
gued the problem was not the method itself, but how it was applied. It was both possible and prefer-
able to use the method both in a more iterative and incremental manner. This was preferable due to 
that it would make it easier to take full advantage of the use of UML [5, 9, 10]. The method is also 
characterised as document-driven, strongly emphasizing the production of the system documentation, 
which constitutes important milestones in the development process. The UML models are developed 
in a way that make them fit into the specific DoF and DD templates. This means the templates drive 
the development process. Some of the integration problems also aroused because the templates re-
quired certain models at certain places.  

4 Conclusions 

A successful introduction of a new ABB UML method is dependant on management commitment, in-
vestment of both time and money in training and having available experts who know the method in-
volved in the design and reviews. The external safety requirements have been effective enforcement 
for method introduction. The method facilitates communication between developers, and the system 
documentation has improved considerably compared to previous documentation, but still not suffi-
ciently. Most interviewees seem to consider the ABB UML method suitable to this kind of develop-
ment, and to be positive to use of the method in future projects. However, there seem to be an im-
provement potential for development involving integrating with an already existing system. Some of 
the challenges have been difficulties in learning some of the UML concepts, modelling interfaces, and 
finding an appropriate abstraction and detail level of the diagrams influencing finding right balance 
between the analysis and design activities and the DoF and DD documentation. 
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Building a learning organisation: ex-
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Abstract 

In order to enhance the collective learning and enable sharing of experience and knowledge between 
employees, Objectnet, which is a small to medium sized Norwegian consulting company, set out to 
form several communities of practice. Although well founded in strategic considerations and encour-
aged by management, the communities that were established were not equally successful in their 
accomplishments. However, executives and community members report that the initiative has had 
noticeable beneficial effects on the organisation. 

When initiating the communities, management and key personnel grouped topics suggested by mem-
bers of the engineering staff into related topics. All technical members of the organisation were as-
signed to a topic. A full day workshop gathering all potential group members was then arranged to 
speed up community formation. After this initial activity, the interest groups have lived on without much 
interference from management.  

The interest group initiative has shown that with a minimum of effort it is possible to initiate communi-
ties that enable sharing of insight and experience. Encouraging the formation of such communities 
enhances the possibility to learn from colleagues across temporary project structures. In addition to 
acquiring new technical knowledge, the community members also report establishing valuable social 
relations with their colleagues. A number of factors can be identified to facilitate successful initialisa-
tion of communities of practice. 

Keywords 

Community of Practice 
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1 Introduction 

In a software consulting firm that aims for the ability to develop and deliver software systems based on 
cutting edge technology, there is a constant need for keeping up with new technologies, tools and 
practices to make development efforts effective and accurate. As different projects are assembled and 
dissolved, it is crucial that experience is shared across the entire company, building a collective intelli-
gence. In order to enhance the collective learning and enable sharing of experience and knowledge 
between employees, the Norwegian consultancy Objectnet set out to form communities of practice [1], 
[2].  

Communities of practice often form rather spontaneously, but under certain conditions the formation of 
such communities face obstacles like physical distance, lack of knowing each other and time pressure. 
This paper reports some of our experiences on guiding the formation of communities, aiding and 
speeding up the process of community formation. 

2 Background 

Objectnet is a small- to medium sized Norwegian consulting company, developing business critical 
information systems for its customers. The company has offices in several locations, Oslo, Arendal 
and also personnel based in Porsgunn. 

Although employees are knowledgeable experts in their field, the company recognizes that one of our 
greatest challenges is to share knowledge across our organisation. A core challenge is to track; who 
knows what in the organisation. Written records soon become outdated as employees are assigned to 
new projects, develop new skills and become familiar with new technologies. Facilitating the sharing of 
knowledge across the organisation, thereby enabling to share tacit knowledge may be one of the criti-
cal factors for success in a highly competitive market. We must learn how to capture and transfer 
knowledge more effectively. 

The main work form for the employees is projects, typical project time span varying between a few 
months to several years. Most often, the different projects are located in different physical locations 
and involve different customers and technologies, which is not the best basis for cross project knowl-
edge sharing. There have been limited joint efforts to share knowledge across employees participating 
in different projects. We don’t find this unnatural, as the project members are the closest and most 
natural discussion partners and the project participants are always pressed for time. In other settings, 
community groups may arise in an informal way, but encouraging the formation of such groups en-
hances the possibility to learn from colleagues across temporary project structures. 

A company like Objectnet needs knowledge on cutting-edge technology and best practices to win 
interesting projects and to ensure our capability to see these projects through in a good way. The pro-
jects we have been working on over the last years, demands that our developers continuously keep 
themselves up to date on the latest innovations and technologies.  

The organisation has always valued its member’s efforts in acquiring new skills – this value set has 
been clearly communicated and rewarded for years. Before establishing community of practice, the 
company arranged community meetings with focus on development with presentations of different 
aspects. For the last year, interest groups have been the main arenas for sharing knowledge within 
the company.  

3 Creating the communities 

The formation of the communities started in the wake of a strategy seminar where, when focusing on 
improvement potential in the organisation, all employees where asked to define an area of interest in 
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which they would like to focus. Although encouraged to join others and work in teams, almost no one 
came up with team projects for the improvement efforts. The management therefore sought other 
means of achieving more cooperation, and invited key personnel to group the proposed areas of inter-
est into fewer, related topics. The topics were all technology focused, and eventually narrowed down 
to the following four: Java architecture, Object-Relational mapping, the Maven project management 
tool, and Rich Internet Applications. All the technical members of the organisation were assigned to 
the topic closest to their initial suggestion, this resulting in 4 groups, each with 4-8 members. To jump-
start the effort of the groups a full day workshop gathering all employees were then arranged. The 
workshop focused on the desired effects of the initiative for the company with regards to developing 
and sharing knowledge. All groups were required to elaborate on the topic of the group, define their 
preferred way of working, sketch out goals and desired results for the group and select a leader. The 
groups were told to present their mandate in public sessions summarizing the workshop, and were 
required to present management with an estimate of the expected cost of their activities. After this 
initial activity, the interest groups have lived on without interference from management.  

The initial plans and organisation of the groups differed in several ways. Apart from dissimilar topics 
they had different meeting schedules, different planned deliverables, different ways to organise their 
meetings, different number of participants, and differed also in location of members. Two groups had 
only participants from the Oslo office, while the other two had participants spread between two of the 
company's offices. Still, most employees have been working together for years and knew each other 
fairly well. 

After 10 months, three of the original groups are still active, while one group seemed to die away not 
long after the initial workshop. The initiative taker in this group left the company shortly after the initial 
workshop. This group did not succeed in establishing any common activities and has also not suc-
ceeded in reporting results of their individual work back to the organisation. 

One group focused their effort on theoretical knowledge as well as sharing experience and creating 
discussions around selected themes. Two other groups have had a more practical approach, involving 
product tryouts and evaluating existing projects.  

As the normal workday of a consultant is characterized by heavy workloads, not leaving much spare 
time for ‘out-of-project’ activities, some of the groups focused from the start on how they could over-
come this obstacle and gain momentum as a group. Two of the groups decided to arrange meetings 
or workshops at regular intervals. As the organisation already had an established practice for arrang-
ing status meetings once a month, bringing together all employees, both groups chose to schedule 
their meetings after the regular status meetings, when all groups members would already be gathered.  

The two other groups did not plan their meetings to this degree. Separated by physical distance, they 
opted for more individual work forms until bringing themselves up to speed on their topics, which they 
would then come together and discuss. 

The two communities that planned their initial meetings ahead also focused on how they could further 
reduce the workload on their participants by dividing the responsibility for preparations and the facili-
tating of each meeting across group members. In one group the members all took their separate turn 
in filling a coordinating role. The coordinator planned the meeting, looking for more specific themes 
and encouraging each member of the group to prepare and present parts of the total agenda, drawing 
on their experiences and new knowledge. The other group assigned the task of providing background 
material and leading the group activities to half the members of the group, the two halves alternating in 
preparing the sessions.  

One of the groups planned their agenda in rather detail straight from the beginning, agreeing on the 
theme of their meetings in advance. Not all themes were considered equally exiting, some themes 
were mostly included because them were perceived as useful, but not very interesting. Both the meet-
ings and the documented results of the groups clearly show which themes the members found more 
interesting. The meetings that triggered most enthusiasm were better prepared, lasted longer and 
sometimes ended up on a close by pub for even further discussions.  

The three communities that were established also used other forms of communication that face-to-
face meetings. The company has been using different tools for sharing information within the company 
intranet for a long period of time. Among the most useful tools is the wiki-web. A Wiki is a website or 
other hypertext document collection that allows any user to add content, as on an Internet forum, but 
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also allows that content to be edited by others [3]. Three of the interest groups created wiki-pages, 
documenting their charter and immediate plans. Two of these groups used their wiki pages for keeping 
track of their activities, and to some extent also as a means of publishing results and facilitating 
discussions. Only two of the initial four groups established internal mailing lists.    

After the initial activities the groups have been self-organising, and has a large degree of freedom 
regarding subjects and participation. One of the groups realized quite soon after the initial workshop 
that they had defined their charter to narrowly, and changed their focus from one specific product to a 
much broader interest in a whole field. The other groups also changed their focus over time, though 
not as explicitly as the fore mentioned group. Although the changes are reflected in the wiki sites and 
project plans, there is no formal decision involving other parts of the organisation. The groups are not 
static, they change their set of goals and objectives as they learn and explore, and the number of 
members in each group varies. 

The groups that arranged meetings have had rather good attendance from their members. Still, a 
change of attitude seems to have taken place. Although all employees were assigned to a group ini-
tially, participation in the communities is now perceived as voluntary – participation is acknowledged, 
but is no longer perceived as required.  

There have not been many activities that span several of the different communities. A few employees 
have been able to direct questions to other communities, asking for help on specific topics. Although 
the communities that based their activities announced their meetings on their wiki sites, only a few 
employees took opportunity and joined in on events arranged by another community. Still, when 
asked, the employees respond that the themes of the other groups are perceived as interesting. 

During the company’s latest common seminar, a one-hour session was devoted to the communities. 
The communities were asked if they could identify areas where they as communities could contribute 
to the company’s latest strategy. The employees that did not identify themselves with any of the three 
remaining groups were allowed to form a new group or join one of the existing groups. There were no 
obligations to change the communities’ charter based on the suggestions that may result.  All groups 
easily came up with a lot of very relevant ideas, and all groups stated that they would to some extent 
like to change their agenda to focus on some of the issues that were raised. 

Through the SPIKE research project [4] there has been conducted interviews with all employees and 
arranged workshops evaluating the effort of the communities. The results will be published in a re-
search paper next year. 

4 Discussion and Results 

4.1 Effects of community of practice 

Introducing acknowledged communities into the organisation has had several noticeable effects. The 
employees report the value of sharing experiences with others and the ease of starting discussions as 
the most valuable effects. Generally, the commitment to participate on meetings and the fact that most 
members are very active at the meetings are also appreciated. One of the employees state it this way: 
"In my opinion the initiative of the company is important, as the best way to learn is through the com-
munication and work with others – to avoid learning being a solitary exercise."  

Most employees state that they find the communities useful, both professionally and by increasing 
consciousness regarding the process of common learning. The employees get to know each other 
better and knows which problems others have faces in their previous projects. Through the communi-
ties the members build an overview of who knows what in the organisation. The employees perceive 
the use for the company to be concentrated around the communities work on innovative technologies, 
developing skills that provides for better quality and effectiveness in development projects, and docu-
menting an innovative environment to potential customers and for recruiting purposes.  

A senior manager says the restructuring of the company educational effort from open meetings every 
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fortnight to interest groups have resulted in more commitment and excitement from the community 
members. The employees now meet focusing on themes they have a special interest in, and the level 
of skills and actual work performed are better adjusted to the individual participant. The communities 
gather people with common interests in a different structure than projects or organisational structures, 
and to some extent also across physical distances. 

In addition to acquiring new technical knowledge, the group members also report establishing valuable 
social relations with their colleagues. The communities have a cohesive and relation building effect 
among the members of the organisation. The resulting knowledge network that grows between the 
employees is of great value to achieve better communication and cooperation within the company. 
The communities have clearly contributed to building human relations and social networks between 
the employees. Knowing each other makes it easier to contact others, to look for support and help to 
find good solutions in projects.  

One quite unexpected effect relates to community activities as a good way of documenting company 
effort within interesting and innovative areas. Being able to document and demonstrate these inten-
tions and activities to our customers and external partners provides marketing advantages. Increas-
ingly, our customers and partners wish to be included in our professional skill building activities. Often 
our customers lack both the tradition and the professional environment to follow the latest technical 
developments. The activities and resulting artefacts of our communities enable us to invite our cus-
tomers to share our knowledge and participate in our activities, conveying their experiences and 
needs to us. 

4.2 Discussion 

Although there are a lot of factors that greatly influence communities within an organisation, we be-
lieve there are some issues that are of importance when reviewing how our communities came into life 
and how well they perform.  

Even in our organisation, where employees are technology focused and used to communicating 
through various online tools, a key to success seems to lie in whether the group’s preferred way of 
working actually assembles the members of the group. The groups that over time have proved to be 
the most active focused on meetings or workshops bringing the group members together on a more or 
less regular basis. Even if the members of the communities know each other from the start, meeting 
face to face seems to be a necessity to get the discussion started and trigger group activity.  

A major obstacle for all groups is time starvation. Most of the work done in the communities has been 
performed after working hours. Performing educational and social activities after ordinary working 
hours is part of the company culture, and is to a certain degree agreed and expected both by employ-
ees and the organisation. Still, as the projects often call for overtime, it is often difficult for community 
members to devote time to the communities.  

Many of the employees are also concerned with how the management appreciates the effort of the 
communities. Even if the communities appreciate being self-controlling, they would like to see man-
agement concerned with their activities, as this would confirm the status of the communities as impor-
tant to the organisation. Further, most employees seem to agree that although they would like man-
agement to notice their activities, they don’t want specific demands that they must meet. There is a 
subtle but important difference between seeing results and demanding results. The employees are 
also concerned with the management noticing their individual efforts within the community, as the 
organisation’s reward systems – both acknowledgement and salary – are individual based.  

Further along this line of thought, we also think it is important for the communities to be able to clearly 
relate their efforts to company strategy or specific organisational values. Perceiving the efforts of the 
community as useful for the organisation is a major motivation factor for community members. We 
believe the attention from management as well as relating the communities’ efforts to company strat-
egy to be the main reasons why all communities experienced a boost in activity after the latest com-
pany seminar. 

Although community members wish for management appreciation, the initial request from manage-
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ment to specify the expected cost of community activities has been referred to as an obstacle to com-
munity formation. Members of two of the initial groups specifically stated that they felt it necessary to 
get their estimates approved before they could start any activities. This delayed the start of these 
groups significantly. The two other groups decided to start their activities right away, betting that it 
would easier to beg forgiveness later than permission in advance. Although the initiative to form the 
communities originated from the management, again this demonstrates that management can easily, 
without knowing, kill its own initiative by imposing restrictions on the communities. 

4.3 Keys for success 

The following keys to success summarizes our recommendations based on the experiences this far in 
the community initiative at Objectnet: 

• Management support and acknowledgement – management support is essential in establish-
ing communities. Management must work continuously to raise and keep the status of the 
communities, and be very careful not to restrict the communities. 

• Self-authority in communities – the communities must be allowed to evolve and change rather 
freely. Each community must have the chance to proceed tentatively and experiment. 

• Face to face communication - meetings or workshops is essential to establish a well function-
ing community (at least in the initial phase) 

• The role of a community coordinator – the responsibility of this role is to facilitate meetings 
and workshops and drive the community forward in the initial phase. The members of the 
community may take separate turns in filling this role. 

• State relevance to company strategy and added value for the organisation – seeing their ef-
forts contribute to added value is a major motivation factor for the community members. 

• Reward system – state if and how participation in the communities will be rewarded to avoid 
uncertainties. 

5 Conclusion 

The way the communities formed was not spontaneous. We believe our experiences indicate that our 
initial activities were a nice approach to encourage the formation of the communities and to draw at-
tention to cooperative learning and knowledge sharing. The initiative to form communities has shown 
that with a small amount of effort it is possible to initiate groups that enable sharing of insight and ex-
perience. The groups continue their work with no dismissal dates, and now change and grow on their 
own initiative.  

The varying degree of activity within the communities also shows that they are easily influenced by a 
lot of factors naturally present in an organisational environment. The company must continue by look-
ing for ways to support and facilitate the groups even better. 

6 Literature 

[1]  Communities of Practice Learning as a Social System, Etienne Wenger, http://www.co-i-l.com/coil/knowledge-
garden/cop/lss.shtml (published in the "Systems Thinker," June 1998) 

[2] Communities of Practice An Introduction, Michael McMaster, http://www.co-i-l.com/coil/knowledge-
garden/cop/mmintro.shtml

[3] Wikipedia: http://en.wikipedia.org/wiki/Wiki
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Abstract 

This paper discusses different studies about innovation management which have been per-
formed between 1996 and 2003 and describes key success factors of innovative organisa-
tions. Innovative organisations rule the market. It is of vital importance to install strategies 
which allow both, encourage innovation and pursue process improvement and standardisation 
at the same time. 

Success factors of innovative organisations are taken into account for the design of an innova-
tion manager skill card in the EU Leonardo project ORGANIC (2003 – 2006). This skill card is 
currently being configured into a skills portal and allows managers to browse required skills, 
do a self assessment, and receive guidance.  

The paper will present case studies (a) where process improvement would have failed if inno-
vation would not have happened on the product or technology side, and (b) where innovation 
would not have happened without a process improvement strategy.  

Finally it summarises a list of key criteria which organisations have to consider when learning, 
continuously improving and innovating in nowadays information society 

 

Keywords 

Process Improvement, Innovation, Networking 

1 European Innovation Management Studies 

1.1 Best Regional Innovation Transfer Study 

A study in 1998 (EU Leonardo da Vinci Project BESTREGIT – Best Regional Innovation Transfer, 
1996 – 1999) analysed how innovative organisations operate and compared 200 organisations in 
Europe ([1], [5],[7]). 
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The study outlined that innovative organisations 

• invest time and money into the understanding of the fundamentals of the forces of change, 

• understand the different cultures through personal contacts using networking at a personal level, 

• study trends and they are always up-to-date, 

• concentrate their energy in areas where they excel or where no one else can operate, 

• outsource all other non-core activities, 

• are practical users of information technologies and have information technology strategies in place 
. 

This study illustrates the development in the mid 90s where organisations became more networked, 
the market became more global [10], and the learning and innovation is largely influenced by a net-
worked learning society. 

1.2 Team-working and Team-Learning Study 

In a project TEAMWORK ([5], [6]) with 13 partners from 7 countries (IST-2000-28162 TEAMWORK, 
2001 - 2003) a generic platform has been developed that shall support these networked team-working 
and team-learning and tested this platform with teams from 59 organisations in 13 countries of 
Europe. The working behaviour of the users (team-working and team-learning members of the net-
worked platform) has been analysed and a study with key success factors for social team-learning and 
team-working has been produced as a project deliverable. There were 42 different projects running 
through the system using the defined environment and managed by a virtual team leader. The team 
size of each project varied between 13 and down to 2 different organisations involved. 

This study based on the situation at the end of the 90s where developments were not done any more 
by single operations but a supply chain or a partnership of different companies integrating joint solu-
tions. And these networked teams were multinational , multicultural , and consisted of members of 
different organisations. So the question was “How to manage the complexity of the distributed, multi-
national team-working and team-learning partnerships ?”. 

The social experts team in the TEAMWORK project applied the social patterns analysis methodology 
[4] and also performed a set of interviews which were analysed to draw a number of conclusions con-
cerning the social factors influencing team-working. This methodology analyses and selects typical 
patterns of behaviour. 

Some selected results of the 2003 study about organisations were: 

Management Style Related  

• It was significant (statistical analysis) that people were happy with the more democratic distributed 
team management and team learning style of a TEAMWORK environment. Actually people from 
university, public service, and research centres were happier, than from large enterprises. 

• We have found, that there was a significant difference how people from university, public service, 
and research centres feel the effect of such this tool to enhance teamwork spirit, for managers 
from large enterprises it was felt more that it gives negative affect to their influence. 

The difference between research and large traditional companies was due to the fact that if you set up 
a  team and you involve a large organisation it is not sufficient to just define your agreed team-working 
processes, but also to integrate properly the existing hierarchies inside the collaborating large organi-
sation.  

Innovation Related  
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• It was significant that people from university, public service, and research centres believed that a 
TEAMWORK environment encouraged an innovative approach to solving problems together, and 
creating new ideas together, people from traditional large enterprises believe it might interfere with 
existing procedures. 

• It was significant that people from university, public service, and research centres believed that e-
working helped them to improve the understanding of team roles. 

It was an observation that larger organisations want to have more impact and decision power on pro-
jects and innovations, while the distributed team-working concepts (role based) only gave them equal 
weight among all team members (independent from their size). 

Some selected results of the 2003 study about individuals were: 

Community of Trust 

„If  you are building a human networked organisation you must have a foundation of trust and respect 
for effective communication at levels deep enough to sustain growth.“ 

Work-Flows Inward 

„If  you want information to flow to the innovative producing roles in an organisation then put the de-
veloper at the centre and see that information flows toward  the centre, not from  the centre.“ 

This means that innovation is carried out by a selected set of highly intelligent people (producers) who 
should not be hindered by too many hierarchies above them but become a central role in a networked 
organisation, to unleash the innovation power. 

Altogether the study produced some 200 criteria and proposed a list of 17 criteria which shall be con-
sidered by managers [3],[6]. 

1.3 Innovation Management Study at 124 Multinational Large 
Companies 

While these first two studies were carried out with involvement of research centres, SMEs and to 
some extent by large companies, the third study has only been performed at 124 very large multina-
tional companies. Thus it largely represents now the viewpoint on innovation by large co-operations 
[8]. 

Large co-operations had the following expectations from learning organisations: 

• Learn faster than competitors   

• Balance teamwork with personal performance 

• Reward high performers 

• Develop ambidextrous thinking 

• Transformational rather than incremental change 

• Create and exploit new knowledge 

• Ensure customer & company-wide diffusion of ideas 

• Inherently entrepreneurial with a high risk tolerance 

The favourite approach to implement innovation in a large corporation were 

• Pilot programme with review                30% 

• Company wide process with review     18% 
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• Systematic implementation                   15% 

• Project by project                                  14% 

• Area specific                                            9% 

• Benchmarking with competitors              5% 

• Don’t know                                              9%  

And the drivers that influenced the success of an innovation were 

• Executive management commitment      26% 

• Supportive organisational structure        17% 

• Positive culture with global reach          15% 

• Young technically literate employees    13% 

• Realistic milestones - fewer layers           6% 

• Don’t knows                                           13%  

The overall model for the implementation of an innovation management programme contained seven 
phases : 

1. Understanding the learning antecedents (nature of global business, anthropomorphism, dissatisfac-
tion with traditional paradigm, customer responsive culture, intellectual capital)  

2. Creating an environment of innovation 

3. Analysing the perceived need and the required learning mechanisms 

4. Executive challenge and implementing a learning processes 

5. Including cultural and human factors and joint mission building 

6. Organisational wide learning 

7. Sustaining a learning organisation  

And already in the first phase a number of parameters appeared which seemed to deal with factors 
that influenced the difference in opinion between large organisations and SMEs, research centres and 
universities in the study mentioned in section 2.2 of this paper. 

A large co-operation very much focuses on the protection of the intellectual capital and global busi-
ness opportunities and thus a networked learning and working across organisations needs additional 
controlling parameters to ensure the commitment from top managers. And as we see in the study the 
top managers by 26% have the largest influence on the success of an innovation in a large co-
operation. (compare with results in previous chapters).   

2 Process Improvement Case Studies 

2.1 SPI and Product Innovation Example 

All software developers in an organisation were originally hardware engineers and started to develop 
software without using efficient software specific design methods. They even invested effort in soft-
ware requirements analysis, testing, configuration management, and maintenance, but neglected ar-
chitectural software design. This did not create a problem as long as the program they developed (and 

EuroSPI 2004 − I2-C.12 



Session I2-C: SPI and Organisational Strategies 

needed in the embedded systems) was quite small. However, during 10 years the size of the software 
grew and due to missing architectural design the product had more and more a monolithic structure. If 
you changed parts of the system it was not visible which and how many other parts were affected. 
Based on this situation the continuously incoming customer wishes and maintenance activities nearly 
always caused a number of additional unexpected change activities. All parts of the system were so 
dependent on each other that any change led to a re-compilation of most parts of the entire product. 
(case study published in [11]). 
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Figure 1: A typical assessment result from the case study organisation 

A critical problem was the fact that the current technology was expected to be out of the market in 
about 2 years, and for a new technology development all resources were eaten up by the mainte-
nance problem. 

To define in this situation to more document quality management or to define more procedures would 
have requested for further effort which would not directly attack the root cause problem. So in reality 
the problem was solved in the following stages: 

1. Analysis of the system and re-design to understand better the existing software, which led to 2 
staff less needed for the maintenance due to large reduction of time needed to fix errors. 

2. Starting a pilot developing a new open architecture based system which incorporated a central 
database system with standardised interfaces to control programs. Two of three major compo-
nents of the former software could be re-used.  

3. Design of a role (teamwork) models focussed quality system. 

4. Accreditation against ISO 9001 and re-assessment after 2 years with new system and new quality 
models.     

If process improvement would have kept the old system (running out in 2 years) and would have de-
manded just additional control and documentation effort, the division/product would have vanished 
from the market. 

2.2 SPI and Networking of Knowledge Example 

Some areas in SPI are more complex than others and cannot be solved without large system engi-
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neering support. In a German initiative SOQRATES (www.soqrates.de, 2003 – initial phase, 2004 – 
2005 multi-company task forces) a group of leading engineering firms joined forces to exchange ca-
pability profiles and to analyse synergies (where one can learn from the other one) and areas of com-
mon interest.  In synergy and common interest areas task forces are build to enable a system-based 
and innovative approach to reach a capability level 3 in ISO 15504 using an innovative approach 
which brings competitive advantage against firms outside the group. 

This is based on principles , such as 

• Involvement of synergy team leaders (those who are leaders in this field) 

• Involvement of a key method provider 

• Involvement of quality experts 

• Applying win-win (if you benefit from a team, you must be adding knowledge required by the oth-
ers in another task force) 

• Innovation Task Forces

ISQI
Erfahrungskreis Review Team

Team 
Testing

Team 
Anforderungs
management

Team 
Systemdesign

 
Figure 2: SOQRATES Task Forces (Knowledge Sharing) Concept 

This cross-organisational learning approach is applying also the product innovation strategies (see 
section 2.1). For instance, the system design team introduces new methods to automatically re-
engineer design structures for the old legacy code. The design structures can then be included in a 
new platform based design (re-use on design and not code level).  

2.3 SPI and Process Innovation Example 

A typical situation in embedded engineering at the end of the 90s was that a waterfall model would not 
work. Too many requirements come in by the manufacturers (and with big pressure with suppliers 
acting in a supply chain) on a continuous basis and it is a problem to manage these requirements and 
trace them. Studies showed that only approx. 50% are known at project start, around 80% are known 
after the first months, and the rest of requirements come in on a continuous scale. This is not caused 
by a non-complete requirements situation but by the field competition. E.g. an executive of firm X tries 
the equipment of manufacturer Y , finds out a competitive advantage of Y, and then immediately re-
quests to implement that for X. A project at the end is successful not only by technical means but if it 
gains a market share. So from a manufacturer viewpoint a technical correct system that misses parts 
which lead to a failure on the market will be non-acceptable. Thus driven by the competition this dy-
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namic requirements behaviour of manufacturers will most probably never change.  

Thus at the start of 2000 many leading embedded firms invested into change management systems, 
where quarter annual software releases are packaged and traced (leading to a SPIRAL model) where 
the software releases are growing into a system release. Then a requirements document is a query in 
the system concerning a specific release and the print out of a bound report of the query result. 

So it would have been wise for assessors in the beginning of 2000 to accept system based arguments 
and not search just for a specific document.  

3 The Innovation Manager Skills (Eu Project) 

The job role of an innovation manager (see Figures 2, 3) is a specific position in an organisation who 
understands all these factors: networking, learning, organisational and social factors and is able to 
encourage, promote, manage, control, and disseminate innovation strategies in an organisation.  

For structuring a skills set the EU leonardo da Vinci project ORGANIC followed the EU standards for 
skills cards [2].  

 
Figure 3: Learning Elements of the Innovation Manager Skill Card  

For each learning element ORGANIC develops a training module. A skills portal has been configured 
with the skills card and supports the steps of browsing required skills (www.innovationmanager.org) , 
self assessment, formal assessment, evidence collection, generation of skills profiles, and learning 
recommendations. 

4 Conclusion 

To make the right decisions for process improvement it is not sufficient to just know all the standards. 
It requires a profound understanding of the goals and business aspects of the organisation and the 
relationships between innovation potentials and process improvement demands. 

We acknowledge the support for this paper from the following project partners from ORGANIC: D. 
Ekert (ISCN), B. Wöran (Danube), K. Ennsfellner (IMC Krems), A. Gvishiani (EDNES), N. O’Shea 
(Tecnet), G. Velasco (FGUVA).   We acknowledge the support for this paper from the following project 
partners from EPI: Miklos Biro (BUESPA) and Gearoid O Suilleabhain and Ray Coughlan (CIT-IRL). 
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Abstract 

In this article we introduce an integrated approach for professional software process improve-
ment. It is called GNOSIS, meaning “explicit knowledge”. During years 1998 – 2004 Finnish 
Software Measurement Association FiSMA has developed several models for process as-
sessment and improvement. In GNOSIS they are integrated as one family of methods, models 
and tools. Main elements of GNOSIS are 1) Process repository and Model Editor, implement-
ing SPICE and CMMI elements, 2) Process Assessment System, implementing a full-scale 
tool to support SPICE and CMMI assessments and their combinations and 3) a knowledge-
based SPI database and reasoning tool for professional SPI initiation and planning. 

FiSMA has about 40 member companies in Finland. GNOSIS system has been used for proc-
ess assessment already for some years. During 2004 also the other elements have been re-
leased for use. In this article we explain … 

Keywords: SPICE, CMMI,  Business goals, Business impacts, SPI Initiation 
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1 GNOSIS Approach to SPI  

Many companies are “true believers” of models. Some are SPICE funs, some respect more CMMI. 
Some of them like to have only their own models, and want to invent them based on their real or 
thought special needs. In contrary with model believers, some other companies do not believe on any 
models at all. They may be interested on “agile methods” or “competence-driven software develop-
ment” or what so ever. 

In FiSMA we have all such kinds of members. So, we cannot support only one approach and neglect 
the others. As a starting point, we respect ISO based models and approaches, because we have long 
traditions in ISO9000 and ISO15504 related work. ISO-based approaches leave lot of space for inter-
pretation and further method development. Current de-facto standard CMMI has also some benefits, 
and it is more commercial and packaged than ISO standards. Based on those reasons, we have de-
veloped a set of methods, models and tools to support several approaches. As a result, GNOSIS is a 
kind of “model portfolio” in which you can use only some models or all of them. 

Process Repository 
(12207, 15504

15288, CMMI etc)

Assessment results
and comparison 
sets (statistical,

normative)

SPI Knowledge
Items

FiSMA GNOSIS
Model Editor

FiSMA GNOSIS
Assessment

System

GNOSIS
SPI Tool

ISO
requirements

SPI models and
theories

 
Fig. 1. Main elements of GNOSIS  

 
The main elements of GNOSIS are: 

� Model Editor, which implements all details of any SPICE or CMMI like model. Current content 
in Process Repository is SPICE and CMMI, but for example ITIL, ISO15288 (Systems Engi-
neering Processes), ISO61508 based models (safety-critical systems) can be also easily im-
plemented. Totally we have now about 100 processes. We have implemented also SPICE-
based capability model, CMMI Staged and Continuous presentations and can implement any 
other hierarchy-based model.  

� Assessment System, which implements SPICE- and CMMI-based assessment process, in-
cluding scope definition, data collection (interview notes, document record etc), process rating 
and deriving of several high level capability or maturity based result compositions. We can 
also compare any assessment with statistical or normative reference sets, for example we 
could express a goal level for some company and then identify gaps between current and goal 
levels. 

� SPI tool, which includes a search mechanism to Process Repository and additional knowled-
ge items, to help in SPI initiation and planning. Assessment results can be an input, but also 
company goals, expected SPI benefits etc. For example SPICE and CMMI models are ex-
pressed in SPI database as conceptual networks, including their all internal and mutual inter-
dependencies. SPI tool can prioritize and find most relevant SPI actions, based on those in-
puts. Typical result is a candidate set of improvement ideas and actions. 
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As can be easily seen, GNOSIS system is quite ambigious. It will never be fully ready, and needs in-
tensive development and maintenance all the time. FiSMA community in Finland can do most of it, 
because member companies have already long traditions in using models and other SPI approaches. 
Also some national R&D projects are helping to improve GNOSIS system. 

2 Goals and Impacts as Drivers of SPI 

Business goals and development needs are the only sound starting point for SPI investments, for 
sure. That self-evident statement is not so easy to implement. You should be able to combine tacit 
personal and organisational knowledge with well-expressed models like SPICE and CMMI. You 
should also know quite well mechanisms how the improvement of each process impacts on business 
goals. Such mechanisms can be short or long term, and their effect can be only weak or strong.  

We implemented SPI database as a conceptual network. Network nodes can be business goals and 
SPI impacts, SPICE or CMMI model elements and additional knowledge items. The relationships be-
tween notes are expressed with a type and intensity. Each relationship type has a direction (one-
directional, two-directional) and weight. As a result, we have a full conceptual network of all model 
elements, additional knowledge items and their links to business goals and impacts. The number of 
such elements is about 400 plus about 300 practice-level model elements. 
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Fig. 2. User access mechanisms to SPI knowledge in GNOSIS  

 

Each user has several ways to find and read content of our process repository and SPI database. It 
behaves like an “electronic book” which you can read chapter by chapter or by using keyword seach. 
More structured approaches are for example gap between current and goal level of each process. For 
real end users maybe the easiest ways are access using organisational context or business 
goal/impact lists and ready-made links. 
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3 Modeling of each concept and knowledge item 

The principal idea of conceptual modeling in GNOSIS is to express each knowledge item by using a 
design pattern type of template. Business goals and impacts are just defined and their mutual interde-
pendencies are expressed by using relationship type idea. Goals and impacts are grouped by using 
BSC type classification, because most FiSMA companies are using BSC as an essential part of stra-
tegic planning and business management. 

Assessments and other close cooperation in and between FiSMA companies have brought a lot of 
insider information about different business concepts, strategies and needs. During summer 2004 we 
wanted to deepen our understanding and did a survey of current business driven SPI needs and po-
tential areas of improvement. We asked four different questions: 

1. What business goals are most relevant from SPI point of view? 

2. What benefits we should achieve through process improvement? 

3. What are the most important areas of SPI at this moment? 

4. What best practices you have, what could be beneficial for other FiSMA companies? 

Some snapshots of this survey are in annex 1 of this article. Based on earlier experiences and survey 
results, we modeled most relevant business goals and impacts as one network. Because FiSMA com-
panies have very different business strategies, we had to implement all of them in GNOSIS! So, at 
least product-based business, competence-based business, product delivery business and partner-
ship businesses may find something predefined as a starting point for SPI. So far we have modeled 17 
business goals and their place in our conceptual network. 
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Fig. 3. Predefined goals and their most important dependencies in GNOSIS system 
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Relationships between business goals and  SPI impacts are modeled similarly as business goals, see 
figure 4 as an example. We have predefined about 20 different impact types, and each of them is fur-
ther linked with model elements and knowledge items, as needed.  

 

Fig. 4. A small sample of business goal vs. SPI impacts conceptual network 
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Conceptual networking continues similarly towards more detailed model elements and knowledge 
items. The main problem is to know impact mechanisms of each model element. For example, what is 
the impact to achieve capability level 4 of testing processes? Such relationships are modeled using 
best available knowledge, and a specific knowledge engineer user interface is developed for modeling 
and knowledge expression needs. This feature of GNOSIS is still under development, and needs also 
lot of further research. 

4 Some experiences of GNOSIS 

So far FiSMA companies have used quite lot of Process Repository and Assessment System. Process 
Editor is used almost only to create Process Repository. The idea is that each FiSMA member com-
pany can tailor model processes (SPICE and CMMI, for example) for their internal use. Also any addi-
tional processes can be created, for example sales, human resource management, software operation 
and software acquistion could be such topics. 

SPI tool is still in prototype and piloting phase. Several companies have piloted it and the general 
feedback is “exciting”. Of course, the ultimate success criteria for our SPI tool is it’s answering capabil-
ity and that depends heavily on content. We are just running structured pilots to validate answering 
capability from algorithmic point of view. Content-based validation takes more time and will never be 
complete, because new needs and new ecperiences always evolve. 

 

5 Conclusions 
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Annex 1. Some snapshots of FiSMA survey about SPI needs 
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1b. Benefits to be (or should be) achieved through development of 
processes
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3. What things should be improved in your organization at the 
moment?
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Software Productivity estimation based 
on Association Rules  

 
S. Bibi,I. Stamelos, L.Angelis 

Abstract 

 

Software process improvement models have as a target to help software organizations pro-
duce successfully, under the expected quality and within time and budget constraints their pro-
jects. For this purpose various steps are suggested by these models for the improvement and 
measurement of the processes followed. One of them involves project planning which is 
strongly connected with software cost or productivity estimation. Target of this study is to pro-
vide a method that could be adopted by an organization in order to estimate the required pro-
ductivity for the completion of a software development project. Association Rules (A.R) is a 
suitable technique capable of discovering knowledge concerning productivity. The proposed 
method is applied and evaluated on two different data sets, namely the COCOMO81 dataset 
and the Maxwell dataset. The evaluation shows that A.R is a promising method whose results 
can be confirmed intuitively.  

Keywords 
Cost estimation, Intervals, Association Rules, COCOMO. 

 

1 Introduction  

Software process improvement models include a framework for planning, managing, controlling, and 
improving the development, operation and support of software. Their target is to identify key process 
areas and practices that may comprise successful and within time and budget constraints projects. 
Common features of these models include ability to perform and measurement and analysis, two fea-
tures that involve project planning and cost estimation. Analyzing and summarizing data for cost and 
schedule estimation and using collected metrics to calibrate and update software estimate models are 
key practices that could improve a part of the software process. 

An estimation of productivity, effort or duration needed to complete a project would help organize and 
distribute the required work. The above estimation is characterized by difficulties such as poorly de-
fined requirements, frequent staff turnover and volatile software platforms and therefore should take 
into consideration uncertainy and risk.  

A technique that takes into consideration the above issues is Association Rules (A.R) [3]. A.R. can be 
applied on past historical data in order to discover knowledge concerning productivity and deals with 
uncertainty and risk in two different ways. The first one is presented by two probabilities that accom-
pany each rule. These probabilities express the validity of the rule and its frequency in the dataset, 
providing a measure of appropriateness of each rule. The second way refers to the estimation of pro-
ductivity intervals. Productivity values are quantified into categories having as a result the estimation 
of productivity intervals. Intervals give a pessimistic estimate and an optimistic estimate between 
which the actual productivity of a project may fall in.  
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Purpose of this study is to extract useful patterns from cost estimation data with the help of Associa-
tion Rules and to provide some evidence of the prediction accuracy of this technique. Also some con-
clusions will be drawn concerning the factors that tend to affect productivity directly. The method is 
applied on two different data sets, namely the widely known COCOMO81 dataset and the Maxwell 
dataset. 

Various studies have been conducted so far concerning the comparison and evaluation of different 
cost estimation techniques [4], [6], [8], [10], [11]. In particular, some of them suggest the estimation of 
intervals [1], [5], [12]. Effort estimation with the help of A.R is presented in [8] where a limited number 
of rules are extracted from decision trees. The results of rule induction are not encouraging as rules 
are used as representation method, not as a modelling technique. .In our approach we propose that 
rules be used both as a modelling and representation method allowing the extraction of many useful 
patterns. 

2 Modelling technique and results 

2.1 Modelling technique and methodology 

The modeling technique is Association Rules. A.R [3] belong to descriptive modeling and have as a 
target to describe the data and their underlying relationships with a set of rules that jointly define the 
target variables. An association rule is a simple probabilistic statement about the co-occurence of cer-
tain events in a database. A simple association rule has the following form: IF A1=X AND A2=Y THEN 
A3=Z with probability p (Confidence).  There is also one more probability that accompanies each rule: 
Support. Support is a measure that expresses the frequency of the rule in the whole data set. As a 
consequence, the rules that are extracted from a dataset are ranged hierarchically according to their 
confidence at first and then by their support.  

The data sets used in order to extract A.R with the help of an open source tool [7] are COCOMO81 
data set and the Maxwell data set. The data sets are analytically presented in [6], [9]. 

Before extracting A.R, productivity that is a continuous variable, had to be quantified into discrete 
categories. We preferred to consider intervals that may be appealing to software managers: relatively 
few intervals were chosen (because of the low number of projects in the datasets) with rounded lower 
and upper limits, so as to be easily identifiable by a human. Productivity intervals for both data sets 
are presented in [1].  

 

2.2 Results 

 The accuracy metrics that will be used in order to evaluate the results of each model are the Mean 

Magnitude Relative (MMRE), the PRED(Y) and the hitrate. ∑
=

−
=

n

i

ii

Pi
EP

n
MMRE

1

100
 where Pi is the 

actual productivity and Ei is the estimate and n is the number of projects.. is the percentage 
of projects (k) for which the prediction falls within the Y% of the actual value. Relative errors are calcu-
lated by considering the mean of the interval in order to derive a point estimate from an interval esti-
mate. Finally, hitrate will be used [5] i.e. the percentage of projects for which the correct interval has 
been successfully estimated. Usually the validation of a model is done by removing one data point at a 
time from the data set, recalculating the model and estimating the value of the project that was left out 
(a method known as JackKnifing).  

)(YPRED

While extracting A.R the following issues arose: The most representative and powerful, rules should 
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be selected. In addition, the selected rules should be able to provide estimates for all possible pro-
jects. In order to achieve this, the rules had to be as general as possible, with few constraints in their 
rule body, so as, given the attributes of a new unknown project, to be able to provide an estimate. For 
that purpose, rules with high confidence and as high support as possible have been preferred. In order 
to satisfy the second constraint, rules with few attributes in the rule head were selected so as to avoid 
over specialization. Eventually, for COCOMO81 data set 36 rules were selected with support threshold 
4,7% (3 projects), which were used for the evaluation of the model and confidence threshold 50%. For 
instance, two rules concerning two categories of productivity are the following in priority order 
(PROD_i corresponds to productivity interval i , The intervals are presented in [1]): 

 

Support   Confidence    Rule Body                                   Rule Head   

6.3              80.0     NOM +H_VH_EH_SH_RVOL+ H_VH_TURN   ==>PROD_3] 

6.3              66.6     ACAP_H + DATA_N            ==> PROD_4] 

As an example, the second rule can be interpreted as follows: When the programmers’ analysis capa-
bility is high and the database size is nominal then the productivity is likely to be in the fourth category 
(100<PROD<160). This pattern is presented in 6.3% of the dataset projects (4 projects) and 66.7% of 
the projects that present ACAP high and DATA nominal fall into the fourth category of productivity (4 
out of 6 projects). The rule implies that, in the given cost database, the combination of these two con-
ditions is sufficient to suggest a plausible productivity level, with a certain probability. The estimate is 
probabilistic in nature because in various cases other project factors may also rise or lower productiv-
ity. Notice that a new project with attributes that satisfy both rules will actually receive two estimate 
intervals from which the one is more likely to appear than the other. For both datasets the evaluation 
results are presented in table1. 

 

Table 1: Results of the model for both datasets. 

 

 COCOMO81 

Jacknifing method 

Maxwell data set 

 Projects with starting 
dates 1992,1993 are esti-
mated 

Maxwell data set 

JackKnifing 
method 

HITRATE 76.1 66.6 63.33 

PRED(25) % 63.4 75 60 

MMRE % 29.5 23.5 42.5 

 

While observing carefully the extracted rules it appears that RELY, MODE, CPLX, PCAP and LEXP 
are the attributes that appear in the majority of the rules defining the productivity of a project. 
PRED(20)= 55.5 is also calculated  in order to compare the results with other studies. The original 
Intermediate COCOMO81 model, estimating project effort, has a PRED(20) equal to 68 percent and a 
MMRE equal to 18.4%. However, this model is constructed in an ad hoc way not easily repeated in 
other databases. In [6], where Forward Pass Residual Analysis was performed the results indicate a 
MMRE of 36%,and a PRED(20) of 49% . 

In the Maxwell dataset, 36 rules are extracted with support threshold 5.0% (3 rules) and confidence 
threshold 40%. The same criteria used in the COCOMO81 dataset are used in order to prune the 
rules. The are presented in table 1. 

Frequently met attributes in the rules are CPLX, Installation Requirements, Efficiency Requirements, 
Staff Tool Skills and Staff Team Skills.  

In [9], where the dataset was published, regression was applied on the projects with starting dates 
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before 1992 and the projects with starting dates 1992,1993 were evaluated. For this model, the de-
pendent variable was project effort. The model is within 25 percent of the actual effort 58 percent of 
the time and in that case has a MMRE equal to 32%. 

It should be mentioned that, when leaving out of the study the most often observed variables, the 
evaluation results were disappointing indicating that some times the rules suggest causal relation-
ships. 

 

3 Conclusions and future work 

In this paper Association Rules are proposed for creating a model predicting productivity. A.R have 
been implemented and evaluated on two public datasets, testing the accuracy of the method and its 
suitability.  

In both data sets the results are competitive with those obtained through conventional techniques and 
promising for further evaluation. Because the models proposed in [2], [6] and [9] predict effort and not 
productivity, only tentative comparisons may be made. In the case of the COCOMO81 dataset the 
prediction accuracy of A.R. is slightly lower than that of the original COCOMO81 intermediate model. 
However, it must be stressed that the latter is an ad hoc model, and cannot be validated through 
JackKnifing. Regarding the model presented in [6] A.R produce competitive results with a noticeable 
improvement in the estimation accuracy.  In the case of the Maxwell dataset, A.R. JackKnifing accu-
racy is relatively low, but is acceptable for the 1992, 1993 projects and much better than that of Max-
well’s model. In addition, when Hitrate is considered, which is a more appropriate and fair method to 
evaluate interval estimations, the results show that in the majority of cases, A.R predictions fall into the 
correct interval of productivity and are able to guide software managers in staffing their project and 
defining the time schedule of their project.  

Regarding the advantages of A.R, it should be pointed out that they are one of the most expressive 
and human readable representations for learned hypotheses in sets of if-then rules, expressing uncer-
tainty in many ways. First, by considering productivity intervals, and secondly, by characterizing each 
rule with two probability values. Also A.R’s performance can be improved easily by using expert judg-
ment as a support for pruning of the final rule set and for the initial selection of productivity intervals. 

An issue that deserves further attention is the fact that the pruned A.R cannot cover all the cases that 
may appear. In addition, A.R present the usual drawback of all machine learning techniques, i.e. the 
possibility of over specialization of the training data. Future research also needs to focus on confirming 
and enriching the results of A.R in larger, multi-organizational datasets, such as those coming from 
ISBSG .  
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Abstract:  Sophisticated parametric-based project estimating models are becoming the norm in 
IT (information technology) industries providing increasingly realistic estimates of cost and 
schedules.  At the same time, however, agile and other eXtreme development methods challenge 
the traditional waterfall assumptions of estimating models by pushing back the requirement for 
project estimates much earlier in the software life cycle. What happens when project estimating 
moves back a full phase from after to before requirements?  How can acquisition managers, 
contractors, auditors and financial analysts develop and support estimates based on yet to be 
named projects with virtually unknown requirements?  This paper outlines how one can create 
auditable estimates based on identifying and documenting assumptions.  The process outlined 
creates a logical and traceable project floor plan and maps potential “landmine” locations 
(calculated risks) that further substantiate the preliminary estimates.  Whether you are an 
experienced estimating professional or contract manager, this paper provides a basis to support 
your work and provides the basis for dialog and discussion of early estimates among project 
participants. 
 
Introduction: 
Estimating the effort, duration or cost of a software project is often a daunting task, 
especially considering the myriad of estimating models and tools available. Complicating 
matters are up to 200 input variables depending on the model chosen, and these cover the 
entire spectrum of functional, quality, design, and technical drivers for an estimate.  
Despite these complexities, software project managers and cost estimators do a fairly 
good job of estimating development projects, when the requirements are done well.   
 
This paper addresses the following topics: 
� Cost Estimating Challenges (After requirements) 
� Project Requirements - Demystified 
� Estimating Before Requirements  
� Recommendations and what you can do when estimating Before requirements 

 
As one of the first authors to recognize that software engineering differs from traditional 
engineering, David Card stated, “Engineering projects usually can wait until after design 
to provide an estimate, while software engineering requires an estimate before design.”  
In the author’s experience, software projects can be even worse -- some projects need 
estimates before requirements!  
 
 The folly of management demands for project estimates, sometimes even fixed price 
estimates, often disables a project before it is even named.  To illustrate, consider these 
fictional dialogues: 
 
Dialogue 1: Home Construction Example 
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• Potential homeowner: How much would it cost to build me a house with three 
bedrooms and two bathrooms? 

• Builder: Well that depends…. Hmmmm. 
• Potential homeowner: Depends on what? 
• Builder: On the size of the house, style (single or two stories), amenities and desired 

rooms, and what you want to have included. 
• Potential homeowner: Ok, I don’t have time for this – give me a ballpark figure. 
• Builder: Ok, anywhere from $100K to $500K assuming that it will be built during the 

summer in NYC. 
• Potential homeowner: Can’t you be more specific than that? 
• Builder: Not without a floor plan! (i.e., requirements and design!) 
 
Dialogue #2: Software Project  
• User Manager: How much would a new software system cost me – it has to produce 

a pile of financial reports and do some up-to-the-minute financial processing? (I 
won’t hold you to the estimate…) 

• Software Project Manager: Well that really depends on a bunch of factors like the 
language we use, the skills, and how much functionality you need in the first release. 

• User Manager: Just give me a ballpark figure – you should be able to do that quickly. 
After all, you’ve built lots of software. 

• Software Project Manager: Without requirements or any understanding about what 
we will build, I can’t really give you an estimate – I can barely give you a 
guesstimate. 

• User Manager: Ok. I’ll take that. 
 
 

One of the most daunting challenges of software projects is arriving at reasonable and defensible 
estimates of project duration, work effort and cost – once the requirements are known. 

 
Cost Estimating Challenges (After requirements) 
 
While software estimating is easier once the requirements are known, the following challenges 
still prevail: 
� Accuracy: (How accurate are the productivity and cost driver inputs? Estimates are only 

as accurate as +/- 50% of the least accurate input variable) 
� Availability: (Can all input variables even be provided to any reasonable level?) 
� Applicability of historical data (If historical data is available, how applicable are the data 

points?  How can one be sure to ensure an apples-to-apples comparison?) 
� Completeness: (How complete are the requirements?  Do project costs include or exclude 

hardware acquisition, software tool purchases, and other costs – or simply the software 
development labor costs?)   

� Risks: (Have risk factors been considered and evaluated?  Are they even included in the 
project?  Risks must be calculated and predictive.) 

� What: (What work effort tasks are included / excluded, and whose time is included?) 
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In spite of these challenges, cost estimators do produce estimates of duration, cost and work 
effort which becomes the input for project schedules.  Estimates made early in the software 
development life cycle are subject to large variations due to factors mentioned above.  While 
it should be obvious that estimates based on guessed values of input variables are unreliable, 
many managers and users give them undue weight and treat the estimates as predictive 
project forecasts.  In the US, part of our American culture is that if something is too good to 
be true, it probably is – yet we have an insatiable optimism that maybe, “just this once” it 
might come true.  Time and time again over-optimistic estimates are self-fulfilling as dates 
slip, functionality is reduced and project budgets surpassed.  We would all do well to 
remember several key points related to project estimates: 
� An estimate is only as good as its least reliable input variable 
� Garbage entered into an estimating tool produces a garbage estimate 
� Even if the corporate desire is for faster, better, and cheaper software development – an 

overoptimistic estimate won’t make it happen 
� Just because a cost estimator provides an estimate does not mean that it is realistic or 

achievable, When estimates are based on flawed data, they generate a false sense of 
security that the estimate is reality.  This in turn gives rise to pressure on the cost 
estimator and project team to “prove” the goodness of the estimate by working 
desperately to meet it – even if it is grossly in error. and to make it come true. 

 
The following table provides a few easy estimating equations that can be used as part of the 
estimating process: 
 

Project Cost Ratio 
(completed projects) 

$ / FP (or 
SLOC) 

(Total Hours * Hourly Cost) + Other Costs 
Project Functional Size 

Support Cost Ratio $ /  
1000 FP 
(or FTE / 
app) 

(Support Hours * Hourly Cost) + Other Costs     
Application Functional Size 

Repair Cost Ratio  $ / FP (or 
per fix) 

(Repair hours * Hourly Cost)                     
Functional Size of Repair 

 
 
Project Requirements – Demystified 

  
Given that project requirements are the source of project rework (up to 45% according to the 
Software and Systems Technology Conference of the US Department of Defense, 2002), it makes 
sense to examine what can be improved in the requirements process – and thus improve the 
estimating process(es).  In many organizations, project requirements are as elusive as icebergs – 
consisting of known-known requirements (the obvious functions of a type of software, such as the 
requirement to store account information for a banking system),  known unknown requirements 
(those functions that always arise during a project based on corporate history with similar 
projects), and unknown-unknown requirements (the unpredictable requirements that cannot be 
anticipated yet lurk dangerously below the project surface like the submerged part of an iceberg).  
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The requirements discovery and articulation processes strive to maximize the known 
requirements while managing to minimize the unknowns (risks). 
 
Project requirements can be easily broken down into three distinct types to increase 
understandability with users and the project team.  The three types of requirements are:  
 
� Functional requirements.  These represent the business processes performed by or supported 

by the software, (e.g., record ambient temperature) and include what functions the software 
must do.  These requirements are part of the users’ / customers’ responsibility to define.  
Functional requirements can be thought of similar to the software’s Floor Plan.  Functional 
requirements can be documented with Use Cases, sized by FP, and Costed by $/FP 

 
� Non-functional requirements. These represent how the software must perform once it is built.  

These include the “ILITIES” : (Suitability, Accuracy, Interoperability, Compliance, Security, 
Reliability, Efficiency, Maintainability, Portability, and Quality in Use) as described by ISO 
standards ISO/IEC9126 series.  While these requirements are also the responsibility of users 
/ customers to ensure proper definition, they are often not articulated explicitly (or at all) but 
rather are “sprinkled” throughout requirements documents in dribs and drabs. Using a 
construction analogy, the non-functional requirements are similar to the contracted 
specifications for software.  Non-functional requirements are NOT part of Use Cases (they 
are documented as part of ‘Supplementary Specifications’).   

 
� Technical (build) requirements.  These types of requirements address how the software will 

be developed or “built” and includes tools, methods, work breakdown structure, type of 
project, etc.  This is where most software developers have the most affinity with the 
requirements as the overall project requirements (the two above) are combined and a sort of 
software “blueprint” is delivered. 

 
Modern software development approaches such as use cases and agile development attempt to 
keep these three types of requirements distinct and separate—when used correctly.  Unfortunately 
in a manner similar to the contractor who only has a hammer and everything looks like a nail, 
some software developers cannot overcome the need to insert technical requirements into modern 
method deliverables such as use cases and agile user stories. 
 
 
Estimating Before Requirements  
 
When a cost estimator or project manager is asked for estimates BEFORE they have access to 
solid requirements, guesses take the place of solid information.  What types of challenges arise 
when doing this type of “estimating”: 
� Pre-functional requirements:  Often cost estimators or project managers may be asked for 

an estimate based on functional requirements scrawled on paper napkins or other informal, 
non-standard presentation media.  One can only guess at what the software really will do 
based on assumptions such as: Kind of sort of like… (another system); or rough “ideas” that 
are conceptual at best. 

� Pre-nonfunctional requirements: Assessment of the “ilities” of how the software will be 
required to perform can be done based on comparing them to other projects already 
completed for the same project department or business area.  Unless there are major 
influences across the gamut of these non-functional requirements, they are not often seen as 
required input parameters needed to increase estimate accuracy.  To overcome this flawed 
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assumption, cost estimators and project managers often underestimate the complexities that 
the project will bring.   

� Pre-technical requirements:  In many software development shops today, IT project teams 
use a standard suite of software development toolsets and technology aids.  The technical 
requirements area is the least dangerous of the three areas in project estimating.  Assumptions 
are generally made that the development platform is pre-selected along with other technical 
aspects of the project. 

 
When faced with the daunting task of producing an estimate for a  project for which there is little 
or no known input variables, what are the options for an ethical cost estimator?  He/she could 
attempt to do one of the following, however, the response from management would likely be 
negative and could cost the estimator his/her job: 
� Refuse to do an estimate (too early) 
� Delay estimate repeatedly until requirements are at least partially done 
� SWAG 
� Use “Kind of sort of” actuals as estimate 
� Cite “professional” ethics and hide out … OR…(and this is the preferred method) 
 
Document assumptions and use them together with the estimate (guesstimate) to substantiate the 
estimation results. When addressed and documenting the unknown aspects of functional 
requirements, they can still be sized using Function Points by indicating that each maintained 
entity in the software will typically follow the Add, Update, Delete, Inquire and Output (the 
AUDIO) profile given that the functionality is updating / maintaining the particular data. 
 
For non-functional requirements, documented assumptions are critical here too.  Overlooking or 
underestimating the complexity of the non-functional project requirements can cause major 
problems in keeping to the original estimates produced – because they would have emerged 
without documented and defensible assumptions. 
 
For technical requirements, it is important to document novelty items (methods, tools, lack of 
skills, etc) for the technical aspects of the project.  The impact of good or bad personnel skills on 
project teams can increase or decrease morale and project productivity (thereby altering the 
delivery speed and project completion either positively or negatively). 
 
Recommendations for Estimating BEFORE Requirements 
 
The following list re-emphasizes the advice provided in this paper when a cost estimator or 
project manager is faced with having to produce and estimate before the requirements have been 
fully fleshed out: 
� Document all of your assumptions (and then don’t forget to validate them again later on 

the project for future releases and associated pre-requirements estimates.) 
� Separate and document project requirements as the three distinct requirements types 
� Create a range of  “guesstimates” when there isn’t enough information to generate an 

informed and reliable estimate.  (AND, ensure that the implied accuracy of an estimate is not 
misconstrued – just because your project estimating software includes numbers with decimal 
places in the results, use common sense and realize that the estimate is only as good as its 
least input 

� Ensure you use standard estimating models that are proven for your environment 
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� Label results as “Preliminary” 
� Level with your Customers – there is no magic estimating wizard who will direct the project 

(no “Magic”)  -- ensure that they understand that an “estimate too early in the life cycle” 
cannot remain fixed throughout the project, nor can it be accurate. 

� Despite your best wishes, Cost Estimators cannot create estimates out of “ether” 
� However, (gu)esstimates based on documented assumptions are a step forward 
 
What Can You Do to Improve Project Estimation at YOUR company? 
 
In summary, project estimating can get better if you follow some simple advice: 
� DOCUMENT as many of your assumptions about the project as you can, and revise them and 

the estimate according to the same assumptions to establish estimate traceability 
� Document the requirements clearly and objectively: 

� Divide into 3 types 
� Consider recommendations 
� Consider FP as a measure of functional requirements size 
� Practice, document, follow-up, learn from prior “guesstimates” 

� Join Quality Plus Measurement Forum: 
www.groups.yahoo.com/group/quality_plus_measurement_forum
 
Best wishes with estimating and discovering and documenting great requirements. 
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Quantitative Project Management 
 

Integration of Balanced Scorecard 
and CMMI Maturity Level 4 

 
Carsten Højmose Kristensen and Peter Voldby Petersen 

Systematic Software Engineering A/S 
Søren Frichs Vej 39, DK-8000 Århus C, Denmark 

For four years Systematic Software Engineering A/S has used the Balanced Scorecard (BSC) 
as a framework to define and communicate strategy in a consistent way throughout the or-
ganization. Furthermore, we have over seven years of experience in implementing the Soft-
ware-related Capability Maturity Model(CMM) and Capability Maturity Model Integration 
(CMMI). At April 2004 we were externally appraised to CMMI maturity level 4. This presenta-
tion describes how the BSC and CMMI level 4 processes were integrated in a coherent 
framework for strategy that directs and justifies project management emphasizing the 
strengths and reducing the weaknesses of both approaches. We have named our approach 
Quantitative Project Management. 

The benefits experienced after having implemented project BSCs and CMMI level 4 are sub-
stantial. The project objectives are better defined and therefore easier to control and fulfill. The 
objectives are defined with a balanced focus emphasizing not only the traditional effort, quality 
and schedule but also e.g. increased customer satisfaction and increased employee compe-
tences. The business responsible and project members all explicitly commit to the project ob-
jectives. The project BSC makes it easier to communicate the strategy on a day-to-day basis 
in the projects and aligns the projects with the strategy. The methodology of the BSC when 
defining balanced objectives fits nicely together with the CMMI level 4 processes focusing on 
implementing defined objectives. The somewhat internal and production-oriented emphasis in 
the CMMI model is broadened to include e.g. financial and customer views. 

We believe that the approach taken substantially improves the value of both the BSC and the 
CMMI level 4. Organizations striving their way to higher maturity levels as well as organiza-
tions improving existing high maturity implementations can benefit from the approach. Fur-
thermore, it can be used to improve traditional project management with a more quantitative 
understanding. 

Keywords 

CMMI Maturity Level 4, Quantitative Project Management, Balanced Scorecard, Strategy Im-
plementation, Model synergy 
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1 Introduction 

Clarifying, communicating, and implementing strategy is among the most difficult tasks in project-
based organizations where projects dynamically appear and disappear and where employees play 
various roles over time. Participating in implementing such organizational strategy is a project task that 
extends beyond delivering at agreed cost, schedule and quality. For example building up organiza-
tional competencies and ensuring future business are usually not in the critical path of the projects’ 
plans. One way of handling this problem is to encode the organizational strategy as quantitatively de-
fined goals to which the projects must align. This however, proposes a new challenge in the projects 
which then must define and follow a path to make the goals successful. 

Managing projects is often envisioned as applying systematic and objective methods. Reality, how-
ever, shows that typically neither of these attributes dominates the effort. Lack of objective insight into 
the project management process obstructs systematic behavior and lack of insight into current status 
blurs the decision making. Quantitative understanding strongly benefits the quality of project manage-
ment decisions. 

In this paper we describe our implementation of a marriage between two well-known and estimated 
methodologies; the Balanced Scorecard (BSC) [1] and the Capability Maturity Model Integration 
(CMMI) [2]. We entitle our approach Quantitative Project Management (QPM). For four years we have 
used the BSC as a framework to define and communicate strategy in a consistent way throughout the 
organization. We have over seven years of experience in implementing the software-related Capability 
Maturity Models. Systematic Software Engineering is appraised at CMMI maturity level 4. 

Both BSC and CMMI have proven to provide value for modern, empowered organizations but typically 
companies have focused on one of the two. The BSC is often considered a management tool operat-
ing at the strategic level while CMMI is seen as production-oriented. We believe that this is a conse-
quence of restricted and traditional thinking where disciplines are implemented independently because 
of organizational stove-pipe thinking. Furthermore, the more business oriented approach in the CMMI 
as opposed to the CMM [3] seems unrecognized by many companies. We consider mixing the BSC 
and CMMI to be a novel, natural, and effective approach. 

In Sections 2 and 3 we briefly present the BSC and CMMI frameworks. An overview of our history to 
current practice is described in Section 4 and key concepts are explained in Section 5. Experiences 
gained are stated in Section 6 and concluded in Section 7. 

2 Balanced Scorecard 

The BSC was introduced by Kaplan and Norton in 1992. It is a recognized and widespread manage-
ment tool which enables communicating strategic goals and implementation of these. This includes 
effort and results within four dimensions: Finance, Customers, Internal processes, and Employees (the 
latter also known as “Learning and Growth”). This is illustrated on Figure 1. 

 

Finance Customers Internal Processes Employees 

Describes the expecta-
tions to the financial re-
sults including growth, 
profit and turnover  

Describes important driv-
ers of  the financial results 
– i.e. market and cus-
tomer segments, cus-
tomer satisfaction objec-
tives 

Identifies the internal 
processes which are 
productive to the custom-
ers. The company must 
be very competent to 
carry out these processes 
which requires focus on 
continuous improvement. 

Focuses on the com-
pany’s future ability to 
fulfill the objectives for 
internal processes, cus-
tomers and financial per-
formance by means of 
attracting, developing and 
utilizing competencies. 

Figure 1: The four BSC dimensions. 
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Alignment to strategy is accomplished by goal flow down, e.g. from top management to projects and/or 
from projects to individual employees. Important aspects of the goal flow down are definition of objec-
tives and communication. When the projects understand the objectives of the organization, they can 
align their activities and resources with these objectives. In this way, the BSC acts as a management 
tool for implementing the strategy. 

At Systematic, the BSC is used on two levels – at company level and at project level. Based on the 
company level BSC, the individual projects relate to the strategy and interprets it into project related 
objectives. Initiatives are planned to achieve the objectives. Ownership and commitment is created by 
actively involving the project manager and relevant project members. 

The BSC is strong in defining balanced goals sustaining the organizational strategy but has little guid-
ance in how to achieve such goals. 

3 Capability Maturity Model Integration 

The Capability Maturity Model (CMM), which was officially published in 1991, is a model based on 
best practices for software development. It describes an evolutionary method for improving an organi-
zation from one that is ad hoc and immature to one that is disciplined and mature. The CMM is inter-
nationally recognized and has been developed by the Software Engineering Institute at the Carnegie 
Mellon University, Pittsburgh, USA.  

In 2000 a new and significantly extended version called CMMI was announced, where the ‘I’ stands for 
‘Integration’. This model addresses the problems relating to the many derived models from the original 
CMM framework, a practice which has proved to be inefficient and expensive [4].  

According to CMMI, maturity in software organizations is measured in terms of quality, predictability 
and efficiency. The model prescribes a staged way to improve processes at five levels, each level 
describing sets of recommended practices organized in a number of process areas that enhance soft-
ware capability. A software organization must master all process areas at a particular level in order to 
move onto the next level. Characteristics of the five levels are described in Figure 2. 

 

Level 1: 

Initial 

Level 2: 

Managed 

Level 3: 

Defined 

Level 4: 

Quantitatively 
Managed 

Level 5: 

Optimizing 

Processes are un-
predictable, ad hoc 
and often chaotic. 
Performance is 
difficult to predict. 
The projects de-
pend on ‘heroes’. 
High quality relies 
on assigning the 
best people. 
Schedule and 
budget are usually 
overrun. Much time 
is spent on fire-
fighting. 

Processes are 
planned and exe-
cuted in accordance 
with policy and 
procedures. Focus 
is on disciplined 
project manage-
ment, and plans are 
produced and fol-
lowed up. Tools are 
implemented to 
control quality and 
engineering. Em-
ployees are trained 
to undertake differ-
ent functions. 

A standard set of 
processes is defined 
and tailored to each 
project’s needs. 
Engineering proc-
esses are imple-
mented. Quantita-
tive measurements 
are used to monitor 
project progress. 
Organizational 
process improve-
ment is constantly 
implemented. Em-
ployee training 
needs are identified 
and met. 

Projects are man-
aged on the basis of 
quantitative meas-
urements. Statistical 
methods to control 
product quality and 
processes are im-
plemented. Models 
are used to predict 
the development of 
central control pa-
rameters in order to 
take preventive 
measures and to 
adjust plans. 

The processes are 
continually improved 
based on return-on-
investment consid-
erations. Process 
improvement has 
become a natural, 
daily activity in 
which most employ-
ees actively partici-
pate. The organiza-
tion optimizes its 
ability to deliver 
software products 
and systems better, 
faster and cheaper. 

Figure 2: Characteristics of the five maturity levels. 

CMMI prescribes an increase in the use of quantitative measurements as software organizations 
move up the maturity levels. The idea is that the more and the better the measurements, the more 
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control and predictability there will be with the development process and the faster corrective actions 
can be taken, if necessary. 

CMMI level 4 is about managing quantitatively i.e. managing using numbers. The work in the 
organization is focused on the processes that contribute the most to the organization’s quality and 
process performance objectives. These processes are improved to be statistically stable and therefore 
predictable. This is achieved by identifying outliers using control charts, analyzing for root causes and 
taking actions to remove those and to prevent reoccurrence. Based on historical data on statistically 
stable processes, process performance models are defined and used to predict progress in achieving 
the project’s quality and process performance objectives.  

The focus in the CMMI level 4 is on implementing project objectives but the model has little guidance 
in how to define the right goals.  

4 Implementation Timeline 

Our BSC and CMMI work was developed along two loosely connected tracks which were integrated 
conceptually in 2003 and fully integrated in practice the year after. A timeline of the major activities 
from year 2000 is defined in Figure 3. 

 

2000 2001 2002 2003 2004 

Engaged in BSC 
research project 

Organizational BSC 
prototypes 

Strategy defined in 
BSC format 

Organizational BSC 
reported regularly 
(monthly) 

BSC project pilots 

Standard project 
BSC 

    

Diagnosis and gap 
analysis for level 3 

Plan for level 3 

Measurement sys-
tems 

Training 

Process sanitation 

Institutionalization 

Assessment for SW-
CMM level 3 

Data sanitation  

Process Perform-
ance Baselines 

Process Perform-
ance Model 

BSC goal flow down 
to projects 

QPM planning 

QPM tracking 

Institutionalization 

Assessment of the 
CMMI level 4 

Figure 3: Key activities in implementation. BSC related activties are shown on the top track and 
CMMI activities on the bottom track. 

Our BSC activities were started in 2000 as we entered a national research project on implementing 
the BSC in practice. This led to an initial BSC prototype which was refined and used to define the 
company strategy at the end of 2001. For a year, monthly reporting on the BSC effort and results 
showed the value of this approach, which includes e.g. increased focus on customer satisfaction. 

In 2003 three pilots on the project level BSC was started. The resultant BSCs were acceptable al-
though the novelty of the method was observable in the goal flow down process. Some objectives 
were not easily tailored by the projects. Another consequence of the novelty of the method was the 
high effort required to define the project level BSC. To avoid excess effort being spent and improve 
the quality of the project objectives, a standard project BSC was defined which left the projects with 
primarily quite simple tasks such as defining the concrete target value of the objectives. Some tailoring 
was still required for a much reduced number of objectives, which was supported by strongly improved 
guidance that emphasized the intention of the objectives. 

In 2000, we effectively operated at CMM level 2 with a number of level 3 practices implemented. We 
were evaluated against CMM level 3 and the gap analysis led to a plan for level 3. The three major 
points in the plan was 1) implementation of a measurement system to efficiently collect and store 
measurements, 2) an elaborated training capability expanded to cover all roles in the organization, 
and 3) process sanitation to fully cover the model. This effort was institutionalized in 2001 and 2002 
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and completed with a successful assessment. 

Conversion from CMM to CMMI and incrementing the maturity level was the focus for the next 25 
months. The effort concentrated on: 

• Sanitization of data in the measurement system. Additional requirements to data quality and 
coverage were introduced at level 4. This subject was addressed as the initial effort. 

• Creation of Process Performance Baselines (PPB). PPBs document the historical results 
achieved by following a process and are used as benchmarks for comparing actual perform-
ance against expected. 

• Creation of Process Performance Models (PPM). PPMs describe the relationship between at-
tributes of a process and its products and are used to estimate or predict a critical value that 
cannot be measured until later in a project’s lifecycle, e.g. predicting remaining number of de-
fects in the product. The PPMs are based on PPBs. 

• Improving existing practice to be compliant with changes in existing processes as well as new 
processes at levels two and three. 

The effort was completed and the processes institutionalized by the end of 2003. Successful CMMI 
level 4 assessment was achieved in 2004. 

5 Current Practice 

Below we characterize the current practice as shown in Figure 3 (excluding institutionalization and 
assessment).  

5.1 BSC Goal Flow Down to Projects 

The starting point of the goal flow down is the organizational BSC, which defines the overall, organiza-
tional objectives. In the process of defining a BSC the project must know the answers to questions 
such as: How do we contribute the most to the goals of the organization? How do we align our project 
activities with the company strategy? Some of the answers to these questions are quantified and 
communicated more or less directly in the organizational BSC but in general the project goals can be 
fairly complex to derive. The major challenge being that the organizational objectives are not defined 
in a project context and therefore they are simply hard to understand and interpret when having a spe-
cific project focus.  

In order to ease the interpretation and adoption of the objectives defined in the organizational BSC we 
have developed a Standard Project BSC that suits a norm project. The Standard Project BSC is used 
as a boilerplate by the projects when defining their project BSCs and is augmented to reflect the most 
important objectives of the project’s stakeholders. 

Depending on the project, different levels of tailoring is expected for different parts of the Standard 
Project BSC. For each of the four dimensions in the organizational BSC we have defined strategic 
focus areas and objectives including specific targets. The Standard Project BSC extends this in two 
ways: First each of the organizational objectives is evaluated against the context of a norm project in 
Systematic. Secondly, expected type of tailoring is defined as given in Figure 4. 
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Type of tailoring Description 

Include Use the defined project level objective including target as is 

Change Change the target value of the project level objective 

Redefine Define a new objective and target that is aligned with the strategic focus area 

Omit Do not define a project level objective in the given strategic focus area 

Figure 4: The defined types of tailoring of the objectives in the Standard Project BSC. 

At the beginning of a project, the project manager and leading roles in the project tailor the Standard 
Project BSC according to the defined tailoring types to fit their specific project. To assure alignment 
and insight, this is done in cooperation with the relevant business responsible. The business responsi-
ble is well-informed about the organizational strategy, the project scope and the customer of the pro-
ject and therefore he is capable of deciding the necessary tradeoffs in the definition of the project 
BSC. This includes deciding on the appropriate tailoring of the Standard Project BSC (see Figure 4) 
and extending this with objectives from the customer or other relevant stakeholders. Typically, these 
objectives add to the Internal Processes dimension of the BSC. The internal processes part of the 
project BSC are used as the project’s quality and process performance objectives as this term is de-
fined in the CMMI. 

Commitment from top management is ensured by reviewing the BSC with top management for ap-
proval.  

5.2 QPM Planning 

Different objectives require different levels of tracking from just monitoring status over planning and 
tracking and control using thresholds to statistically control of subprocesses and prediction of pro-
gress. This raises the question of which level of tracking is the right one for a given objective? We find 
that this depends on data quality, frequency of sampling and the dynamics of the parameter. Further-
more, the expected benefits from the given level of tracking compared to the cost of collecting, pre-
senting and analyzing the indicator are necessary to take into the planning considerations. Today we 
use the highest level of tracking for the objectives in the Internal Processes dimension of the BSC 
including statistical control and prediction, where as the “soft” objectives in the customer and em-
ployee dimensions are tracked using the lower level, traditional methods. As a part of the QPM Plan 
the level of tracking is defined for each objective. We consider this a very important practical aspect. 

5.3 QPM Tracking 

The progress against achieving project objectives defined in the project BSC are tracked as defined in 
the QPM Plan. This includes keeping the processes contributing the most to the objectives under sta-
tistical control using control charts and predicting progress in achieving the objectives using Process 
Performance Models. Extensive analysis is performed in order to stabilize and improve overall project 
performance. Analysis guidelines are integrated into the organizational definition of measurements. 
Project decisions are taken based on a quantitative basis and corrective actions are issued.  

Project status is reported on objectives defined in the project’s BSC as well as on project parameters 
as required by the CMMI. The unified reporting includes all status information and analysis which are 
aggregated at the appropriate management level. The status reports are used to communicate status 
to managers and project members and to propose required actions.  

Indicators matching the objectives in the organizational BSC are produced every month and an organ-
izational BSC status report is issued monitoring the performance of strategic goals over time.  
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6 Experiences Gained 

6.1 BSC Goal Flow Down to Projects 

Quantitative management is based on the organizational strategy and must be integrated in the man-
agement strategy process. The communication of strategy in the organization has improved greatly 
since we started working with QPM. At the organizational level, defining the objectives quantitatively 
makes the strategy more concrete and understandable. The Standard Project BSC interprets the or-
ganizational strategy in a project context and makes it possible for the projects to tailor and define 
relevant goals in a cost-effective way. The project BSC is an excellent mechanism for communicating 
project objectives to project members. QPM improves the presence of strategy at all levels in the or-
ganization.   

Decisions are taken based on available knowledge. If the project manager understands the strategy of 
the organization and has goals set for his project that interpret how his project contributes the most to 
implementation of the strategy, then the decision process of the project manager is directed to include 
what is the best for the organization. This extends the view of the project manager and is beneficial for 
the organization. The alignment between the projects and the organization improves and the strategy 
is better implemented. Future project management decision can be aligned to the strategy. 

The goal flow down from the organizational BSC, defining the company strategy, to project BSC de-
fines objectives better than we have seen before since objectives are easier to control and fulfill. The 
balanced focus emphasizing not only effort, quality and schedule but also e.g. increased customer 
satisfaction and increased employee competencies is definitely a strongpoint in the real world. 

Tailoring the project BSC from the organizational BSC is a non-trivial process, and we have seen this 
improved each time it is done. Through initial experiences, it appears as if the process of tailoring get 
more attention than the value of the objectives. However, this has changed to a focus on quantitative 
objectives as the process has institutionalized and matured. 

6.2 QPM Planning 

Clear objectives are necessary for effective and efficient planning. The BSC methodology improves 
the definition of project objectives as it includes both financial, customer and employee aspects which 
are easily dominated by a production oriented view only. When applying this four-dimensional focus, 
we have seen more balance in the definition of project objectives than previously experienced. 

One example of this is the use of the project BSCs to establish project focus on long-term employee 
competences. In the Standard Project BSC we defined certification of employees as a project objec-
tive. The project managers thus realized that the objective was important for the organization and 
therefore effort for preparing certification was allocated in project plans. Another way of phrasing it is 
that the focus of the project managers changed from what is good for the projects to also include what 
is good for the organization. The other good thing was that the employees reacted to the defined ob-
jective and started taking certifications.  

6.3 QPM Tracking 

Quantitative measurements provide objective insight in project status. Objective insight improves the 
probability of making the best decisions. Focus is taken away from feelings, pride and personal in-
volvement, which makes it possible to discuss which decision is the right one based on the facts.  

Prediction of critical parameters makes it possible to take corrective actions earlier than if no predic-
tion was made. Our experience so far is that predicting critical parameters of a project with a useable 
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accuracy is very difficult, but working with this continuously improves the basis of decisions and 
thereby eventually also the quality of the products. 

Effective planning ensures that the status on the defined objectives is measured. Effective control 
ensures that the indicators are analyzed, relevant actions are proposed and real project management 
decisions are taken.  

7 Conclusion 

In this article we have described how the BSC and CMMI level 4 processes have been integrated into 
a coherent framework emphasizing the strengths and reducing the weaknesses of both the BSC and 
the CMMI level 4. We recommend that organizations implementing CMMI consider using the BSC in 
the implementation of maturity level 4 because this provides value and links to business goals. Fur-
thermore, we suggest that software organizations implementing the BSC consider the CMMI frame-
work or parts of the framework to help implement strategy e.g. the practices from the Measurement 
and Analysis process area. 

We consider the most important findings of our approach to be: 

• The BSC can be utilized to express strategy in quantifiable terms within four relevant and re-
lated dimensions. One of these (Internal Processes) is closely related to process improvement 
but goal flow down from the other dimensions to the project is also valuable. 

• CMMI sets a number of production oriented requirements to parameters which the project is to 
be measured and controlled against. The BSC approach extends this set with important met-
rics quantifying the strategy and ensuring that the performance of strategic goals is monitored.  

• BSC and CMMI have strong synergies because they complement each other very well. The 
BSC is strong in defining goals while CMMI is strong in implementing known and defined ob-
jectives. Both models do, when used separately, have weak points in terms of assumptions 
and lack of guidance in relation to a practical implementation, but the weak points are mini-
mized when using a combined approach. 

• When developing guidelines describing how to interpret and analyze indicators, the BSC 
strategy map helped a lot because it describes the causality between strategic goals which 
could be used as analysis guidance. 

 

Our assessment for CMMI level 4 acknowledged a strong infrastructure to support QPM. This included 
documented objectives in the BSC, standardized and mandatory indicators and measures to be used 
on the projects, and efficient and effective PPBs and PPMs. Likewise, the practice of QPM was recog-
nized including the establishment of objectives, collecting and analyzing data, keeping defined proc-
esses under statistical control, and identifying corrective actions as appropriate. 

The assessment also suggested improvements. First of all, recommendations for further institutionali-
zation were to put additional processes and subprocesses under statistical control, creating additional 
PPBs and PPMs, and expanding the quantitative management disciplines to more processes. Another 
suggestion was to strengthen the documentation of the criteria used by the project to compose their 
defined process based on process performance requirements. 

Despite the many positive features of the QPM approach recognized above, some caution should be 
taken before implementation. The BSC and CMMI level 4 together is a substantial change to any or-
ganization. Implementing level 4 requires a lot in terms of time and effort as known from SEI studies 
[5]. Although we do believe that integration of the BSC into a level 4 improvement program is very 
beneficial, it also adds additional complexity – especially if the BSC methodology is new to the organi-
zation. We have experienced that it took us 25 months and required 6% of the productive hours in the 
organization. This appears comparable to the SEI studies of changes from maturity level 3 to maturity 
level 4. 
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Although we are a software engineering company with a technical educational level among the high-
est, quantitative management is a new discipline that is not easily accepted. The lower maturity levels 
of the CMMI are intuitively acceptable in our organization. People understand that project manage-
ment, organizational learning, training etc are useful and necessary, but in QPM a lot of energy can 
easily be wasted on discussing the statistical methods and other technical details. Focus must be kept 
on the business value of QPM.  

Our goal is to reach CMMI level 5 in year 2005. On this journey, we aim to consolidate our QPM on 
the following areas: 

• Gain more experience with the goal flow down process, especially regarding implied require-
ments to the definition of organizational goals. 

• Enhance the level of statistical control in relation to the goals. 

• Strengthen the importance of using QPM to make real management decisions. 
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Abstract 

 
This paper presents a partially validated model of requirements process improvement, based on the Software 
Capability Maturity Model (SW-CMM) and Goal/Question/Metric framework. The development of the model is 
motivated by findings from our three year empirical study that examined how practitioners impact software 
process improvement. The twelve companies in our study all showed a lack of control over their RE processes. 
Our observation that all the companies were using some variant of the SW-CMM led us to investigate the 
strengths and weaknesses of the SW-CMM in relation to requirements engineering (RE) support. From this 
investigation our model emerged. In this paper we explain our model development process and give an 
overview of how we partially validated the RE model through an expert panel of twenty people from academia 
and industry. 
 
 
1. Introduction 
 
This paper presents a newly developed validated requirements capability maturity model (R-CMM1) that aims to 
support practitioners in their software process improvement activities. This requirements engineering (RE) 
process model provides a pathway to improved processes by prompting practitioners to examine RE processes 
within a five-stage maturity framework based on SW-CMM principles. It is a work in progress, where initial 
maturity stages are built in sufficient depth to allow for an external validation to be performed by a group of 
experts. The study draws on the findings of the EPSRC funded ‘Managing Practitioners’ Impact on Process and 
Product’ (PPP) project2. Analysis of the PPP empirical data showed RE process issues to be a recurring problem 
for software practitioners in the UK today [1, 2]. Although all companies in our study were using the Software 
Capability Maturity Model (SW-CMM) [3] to guide them in their software process improvement activities, they 
all showed a lack of control over their requirements engineering process [4]. 
 
The R-CMM differentiates itself from other work in the field by placing RE processes in context with the SW-
CMM. We are aware of the many weaknesses of the SW-CMM that include an over complex, incomplete, 
assumption based and inflexible presentation (see for example, [5-9]). However, basing the R-CMM on a known 
software improvement framework offers the user many advantages. The R-CMM taps into the SW-CMM to 
form a strengthened, specialised best practice model that is familiar, integrates with related software processes, 
and has a tried and tested methodology. The framework offered by the SW-CMM pulls together disparate work 
in the field of the RE process and presents solutions in a way that is accessible to both practitioners and 
researchers. The R-CMM includes an assessment method that guides the user to identify strengths and 
weaknesses in their current requirements process with a view to prioritizing process implementation against 
maturity goals.  
 
The term ‘requirements engineering process’ or ‘RE process’ as used in this study, refers to activities performed 
in the requirements phase that culminate in producing a document containing the software requirements 
specification [10]. More specifically, the RE process is the set of activities required to gather, specify, validate 
and engineer a set of requirements [11]. Our view of the RE process takes a complementary approach to existing 
work where multiple factors are found to affect the production of the requirements specification and an 
important class of factors are those internal to the development organisation (see, for example, Procaccino et al 
[12]). Empirical research confirms that RE problems are indeed multifarious, yet inter-dependent, with each 
individual problem influencing project success [13]. Moreover, the impact of each individual problem is likely to 
differ in terms of severity. It would therefore follow that there is a need for an empirical evaluation as to how RE 
process problems are recognised, evaluated and prioritised. Further work is also needed in considering how the 
different solutions to RE process problems might be combined into one framework. Therefore the focus of this 
research is on RE process problem recognition, evaluation and assessment.  
                                                 
1 ®CMM is registered in the U.S. Patent and Trademark Office. CMU has not participated in this publication. 
 
2 Grant number GR/L91962. 
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Researchers and practitioners understand that the earlier RE process problems or requirements defects are 
detected, the easier and cheaper they are to repair [14]. Lauesen and Vinter [15] build on this observation noting 
that, “detection as well as prevention [of requirements defects] requires some effort in addition to usual 
development.” This need for additional effort is also a major theme in the early empirical study of Bell and 
Thayer who state that, “the requirements for a system do not arise naturally; instead, they need to be engineered 
and have continuing review and revision” [16]. The experience report of a high maturity organisation, the NASA 
space shuttle project, confirms that moving resources to the front end of software development can contribute to 
the reduction of delivered software defects [17].  
 
This is not the first attempt to represent the RE process in a maturity framework, for example, Sommerville and 
Sawyer [8] also recognised this need. Their RE good practice guide, although based on maturity levels, does not 
link directly to existing maturity models. Other models of the RE process presented by requirements experts 
such as [18-24] all offer different approaches to solving the RE problem. Their properties for quality 
requirements, although using mainstream terminology, offer a confused message. Definitions of desirable 
qualities are often found to be vague, complicated and lacking in detail. Lists can be unstructured and 
overlapping, and some goals are unrealistic and even impossible to reach [25]. The practitioner is therefore left 
not only wondering which advice to take, but having opted for a method, may not be given the means to achieve 
their objectives.  
 
This paper is organised as follows: Section 2 gives an overview of the model development phases. Section 3 
introduces a top down view of the R-CMM, while section 4 presents a bottom-up view of the R-CMM based on 
a goal question metric paradigm. Section 5 gives an example of the R-CMM at a level 2 process maturity. 
Section 6 gives a summary of the results of the validation exercise that leads to many of the ideas for future work 
given in the following section. Section 8 summarises the work presented in this paper. 
 
2. Modelling the RE process 
 
We examine the RE process in order to model the factors that contribute towards the gathering, specifying, 
validating and engineering of a set of requirements. According to Panedo and Shu [26] formalising the lifecycle 
process is key to software improvement. However, although software lifecycle models play an important role in 
software engineering as a general guide to software developers, they lack the detail required for an analysis of a 
specific process [27, 28]. Houdek and Pohl observe that RE activities such as elicitation and validation are 
heavily intertwined and question whether differentiation between these phases yields benefit [29]. Indeed, taking 
a purely process view of requirements breaks away from a partitioned lifecycle view.  
 
The R-CMM includes a traditional process view of the activities involved in the production of requirements as 
described in general software engineering texts such as Dorfman and Thayer [30] and Pressman [31]. The five 
phases represented in the R-CMM (requirements management, elicitation, analysis, documentation and 
verification) bridge the gap between a conventional/structured ‘lifecycle’ view and a process view of RE. This 
traditional view has the advantage of using familiar vocabulary and creating an intellectual tool that allows the 
user to focus on different areas of the RE process. 
 
The R-CMM focuses on company practices involved in developing bespoke software systems. It is necessary to 
make this distinction as the needs of companies involved in other forms of development such as ‘commercial-
off-the-shelf’ development are likely to differ, as the role of the customer and system constraints have a different 
emphasis [32]. However, despite this specialisation, the more detailed and refined the model becomes, the less 
generic it is [33].  
 
The RE process is integral to software development. Indeed, the resulting requirements specification may be 
revisited and changed throughout the project. Brooks captures the iterative nature of the RE process in his 
seminal paper where he states “..the most important function that the software builder performs for the client is 
the iterative extraction and refinement of the product requirements process” [34]. Yet in order to attempt to 
improve current representations of this front end of development the R-CMM, it is necessary to capture only 
those activities that relate directly to the RE process.  
 
2.1 Four stages of model development 
 
In developing the requirements process maturity framework, we follow set rules of model building as suggested 
in the literature [35, 36]. Model development involved four key stages as shown in Figure 1 that comprise: 
specifying the criteria for building the model; abstracting RE processes from three sources; creating a specialised 
R-CMM model that adheres to the criteria; and finally, validating the model. This is the first cycle of model 
development and does not constitute a finished model. 
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Model development is initiated by creating and agreeing model criteria. These criteria serve as objectives that 
clarify the purpose of the model and outline what the model is expected to describe. They specify that the model 
should: Adhere to SW-CMM characteristics; be limited in scope; be consistent; be understandable; be easy to 
use; be tailorable; and be verifiable. These seven criteria steer development and are later used to help evaluate 
the model in stage four of the development cycle. Detailed studies of each of these stages are given in [37-40]. 
 

Figure 1: Activities involved in building the R-CMM 
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3.  The R-CMM 
 
The R-CMM aims to present complex activities in a way that can be easily understood and prioritised. As shown 
in Figure 2, the SW-CMM (Paulk et al, 1995) provides a broad maturity framework which the R-CMM uses to 
describe requirements activities. The R-CMM is sympathetic to the existing culture surrounding companies who 
are using the SW-CMM as their mechanism for SPI.  
 
Taking a top-down view of the improvement cycle complements this familiar model and should help 
practitioners as they do not need to learn yet another improvement methodology. Applying the SW-CMM 
characteristic of capturing the ‘repeatability’ of best practices is particularly appropriate to the requirements 
process, as “ ‘Requirements’ … are captured not only within specific projects, but also carry across between 
projects, embedded in cultures, organisations and communities ” [33, page 7]. 
 
 
 
4.   A goal/question/process metric approach to RE process improvement 
 
The R-CMM adapts the Goal/Question/Metric (GQM) paradigm developed by Basili and Rombach [41] in order 
to guide practitioners to reflect on their improvement goals prior to implementing an improvement plan. As 
shown in Figure 3, the four main areas covered in the R-CMM are the identification of goals for improvement, 
the questions to ask to address the goals, the processes that need to be considered, and how to measure the 
strength of the existing processes.  Users of the model are guided through three components, ‘goal’, ‘question’ 
and ‘process’ prior to ‘measuring’ the strength of individual processes. Figure 3 also shows how the R-CMM 
supports continuous improvement as advocated by [42] and [43]. All 5 levels of process capability will follow 
the improvement cycle presented in Figure 3, where the SW-CMM maturity characteristic (or goal) noted in 
Figure 2 is decomposed to relate to five requirements phases. Figure 3 shows how a ‘process’ element has been 
added to the GQM template to ensure that the required focus is given each of the activities listed. 
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CMM Level 3

Defined software
processes

CMM Level 2

Repeatable software
processes

CMM Level 4

Managed software
processes

Figure 2: The R-CMM 5 level framework 
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    Figure 3: Example of continuous process improvement in the R-CMM 
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5.  Tailoring the R-CMM 
 
An example of candidate base-line processes as abstracted from the literature and the SW-CMM is modelled in 
Figure 4. All these processes are included in response to practitioner needs as identified in our empirical studies. 
The R-CMM contains both project management processes, or ‘organisational’ processes and technical 
requirements processes as a lack of organisational control is a major source of requirements process problems [2, 
44]. Figure 4 also shows how the level 2 goal (given in Figure 2) provides a focus for this more detailed level 2 
model. Processes are modelled separately as identifying and defining processes within a maturity framework is 
the essence of the R-CMM. This approach is also an ideal way to bring together both technical and 
organisational needs of a company. The process element directly addresses the needs of a business. For example, 
the process focus gives a visibility into what is required to improve RE quality (e.g. improved traceability) and 
can combine these technical processes with those that relate to organisational processes such as resourcing, time-
scales and cost that are equally important to business [45]. Figure 4 gives an example of how the organisation 
sets an improvement goal and how this goal is decomposed through a series of questions that relate to given 
processes.  
 
The R-CMM also includes a finer grained description, or guideline, of each individual process that will assist 
process implementation. This follows a similar goal, question, process, metric framework. An example of a 
guideline derived from P4 in Figure 4 is given in Figure 5. 
 
5.1  Process assessment – the metric element of the model 
 
Organisations cannot always rely on external researchers or wait two years for the lengthy, external process 
assessment, to identify where their weaknesses are. And although companies can perform their own internal SW-
CMM assessments, current methods combine the RE process improvement with the whole of software 
development. The R-CMM therefore includes an internal assessment component (or metric) that allows 
practitioners to analyse their current RE activities with a view to prioritising where best to focus their 
improvement efforts. The assessment can be self administered where individual processes are analysed to 
measure how they are deployed, approached and how effective they are.  
 
The assessment method is based on a tried and tested evaluation scheme used by Motorola who developed it to 
be compatible with the SW-CMM [46]. For a full explanation of how the R-CMM adapts this assessment 
method please refer to [38]. 
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      GOAL  QUESTION     PROCESS 
 
 

 

 
P1: 

 

Follow a written organisational policy for 
managing the system requirements allocated to 
the software project  

(O) 

P2: 

Establish project responsibility for analysing the 
system requirements and allocating them to 
hardware, software, and other system 
components 

(O) 

P3: 
Implement training programme to recognise 
and meet technical and organisational 
requirements project needs  

(O) 

P4: Establish process to identify stakeholders in the 
requirements phase of the project (O) 

P5: 
Provide adequate resources and funding for 
managing the allocated requirements in project 
(e.g. time, budget, people, tools) 

(O) 

P6: 
Establish process to identify skills needs within 
project, e.g. UML, formal methods, good 
communication 

(O&T)

P7: Institute process to maintain organisational 
stability within project, e.g. control staff change (O) 

P8: Explore alternative solutions, requirements 
techniques and tools for the project (T) 

P9: Establish/maintain process to involve key 
stakeholders within the project (O) 

P10: Establish/maintain process to reach agreement 
with customer on requirements for project (O) 

P11: 
Set realistic goals to address business 
requirements and requirement process 
improvement needs within the project 

(O) 

P12: Establish/implement process to assess 
feasibility and external environment of  project (O&T) 

P13: Establish/maintain repeatable requirement 
traceability process that is project based (T) 

P14: Establish a repeatable process to manage 
complex requirements at project level (T) 

P15: Establish a repeatable process to manage 
vague requirements (T) 

P16: Establish a repeatable process to manage 
requirements growth at project level (T) 

P17: Establish a repeatable process to manage user 
understanding at project level (T) 

P18: Monitor progress of the set requirements goals 
from P11 (O) 

P19: Agree and document technical and 
organisational attributes specific to project (O&T) 

P20: 
Establish a process to review allocated 
requirements within the project to include 
software managers and other affected groups 

(O) Key: 
(O) = Organisational process 
(T) = Technical process 
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Figure 4: R-CMM candidate processes at level 2 maturity (base-line processes) 
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Sub-Goal                          Question Sub-Process

Who are the
users in the
project?

Who are the
customers in
the project?

Q4.1

Q4.2

Who in the
organisation
has an
interest in the
project?

Q4.3

Establish process
to identify
stakeholders within
the project

Level 2
Sub-Goal: P4

Q4.4

Are there
other external
groups who
may inf luence
the project?

P4:1 Keep documentation on key users of
sy stem – e.g. name, address, role (the user
may also be the customer)

P4:2 Note users skills and characteristics that
are relev ant to requirements, e.g. knowledge
of application domain, av ailability, conf idence
to v oice opinion and admit possible ignorance
of modelling techniques used, etc.

P4:4 Keep documentation on who the
customers are in this project

P4:5 Identify  customer responsibilities; e.g.
person who instigated need f or new sy stem,
person in charge of  order or pay ment.

P4:9 Keep record of external groups who may
hav e an interest in the specif ic project, e.g.
political, inv estors etc..

P4:8 Maintain a f lexible documentation
process as list will grow and be amended as
resource requirements are identif ied
throughout software dev elopment

P4:7 Keep a record of  all personnel inv olv ed in
project, e.g. Marketing and senior
management, sof tware analy sts.

P4:6 List personnel with direct project
responsibilities.

P4.3 Note potential training needs

Key :

P = Process
Q = Question

Figure 5: Guideline example of a level 2 process  

6. Model validation 
 
The final stage of the first cycle of model development involved validating the R-CMM components presented in 
this paper. A questionnaire3 was sent to group of experts in the fields of SPI and RE. The feedback gained from 
experts with such diverse and proven knowledge was of great value as was found in [13, 47][[48].Twenty 
experts, representing a response rate of over 80%, looked at model components and responded to questions that 
directly relate to the success criteria detailed in section 2.1. As shown in figure 6, multiple items are combined in 
the questionnaire to test each success criteria and help average out possible errors in single item responses [47].  
 
To confirm the association between questions and model criteria two separate researchers performed an inter-
rater reliability test with a kappa result of .85 which indicated an almost perfect agreement [49]. To limit 
research bias in interpreting the questionnaire data based on a relatively small sample we use a 95% confidence 
interval formula that Agresti and Coull describe as giving the desired level of confidence for virtually all sample 

                                                 
3 Please contact the first author for a copy of the questionnaire and the accompanying documentation 
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sizes [50]. Analysis of the 84 model related questions, based on a this validation exercise highlighted areas in the 
model that should be retained, as well as areas that could be improved as shown in Table 1. 
 
 
 

Question
 
Question / Item 1 
 
Question / Item 2 
 
Question / Item …  

The R-CMM 
 

Model Component 1 
 
Model Component 2 
 
Model … ….3, etc 

  1 
Success Criteria 
 
Adherence to CMM 
… 
... 

 

Verifiable 

M1   M 

Figure 6: Relationship between Success Criteria, Questionnaire Design and R-CMM 
 
The range of responses elicited from this group of experts provided an objective view of the model that, 
otherwise, could easily become unrelated to the needs of the community. For further details of the methodology 
used in validating the model please refer to [40]. 
 
 

Table 1: Summary of questionnaire results  

R-CMM Strengths R-CMM Weaknesses 

The concept, ‘to support the requirements process’ The model appears incomplete (intentional at this 
level of abstraction) 

Retaining a SW-CMM concept (although some 
experts do not view this as a strength) 

Ambiguous process definitions (looking at high 
level definition alone is insufficient) 

High level consistency of detail Unrealistic structured view (phases don’t relate to 
requirements practices) 

A strong structure  Structure may appear inflexible and detached 
Taking a process view of requirements Inconsistent level of abstraction (a problem of 

combining multiple sources) 
Decomposing activities Missing key baseline processes  
General adaptability/tailorability Wrong key baseline processes 
Assessment component appears a good way to 
recognise requirements process weaknesses 

The assessment component is not self-explanatory 

 
 
7. Future Work 
 
For real value to be gained from this research follow-up work is essential as the results of the empirical 
investigation are not ends in themselves [51]. The validation of the R-CMM and the development transparency 
provides a foundation for future development in the area of RE process improvement. Suggestions for future 
work include: 
 
• RE process definitions: The R-CMM requires more precise and accessible process definitions as depending 

on high level definitions alone leads to ambiguity.  
• Conduct further research on key RE processes. Work is needed to see whether RE processes are associated 

with, for example, company size, application area, process maturity, culture and structure.  
• Practical application trials. The R-CMM is at a stage where processes could be tested in the workplace. 

Although the assessment component of the R-CMM was well received by the experts, there was some 
concern that more information and possibly training would be required in order for it to be used 
successfully.  

• Further testing: A tool is in the process of being developed that allows users to immediately test their RE 
process. Future work therefore would involve a group of expert practitioners applying the R-CMM in the 
workplace.  

• Development of guidelines. All the processes listed at a high level could be developed into guidelines that 
relate more closely to how the processes are implemented. 

• Development of process maturity levels 3, 4 and 5 should be presented in the same detail as the level 2 
example.  
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8. Conclusion 
 
Basing the R-CMM on the SW-CMM enables practitioners to build a quality RE process that supports and 
integrates with software engineering activities. The validation of the base-line processes shows that the R-CMM 
has the potential to help practitioners reach an understanding of how to tailor RE processes to meet their own 
needs, how to set realistic quality RE process goals and provide a means to achieve their goals. The R-CMM 
presents RE processes, or best practices, within a maturity framework that guides users towards an integrated 
view of the RE process, where maturity goals are set to help with process prioritisation and implementation.   
 
The R-CMM directs practitioners to examine their RE process in a systematic and detailed way. The R-CMM 
combines some SW-CMM best practices together with additional RE processes that are outside the scope of the 
SW-CMM. The R-CMM abstracts processes from the RE literature in order to meet the needs of practitioners in 
our empirical study. 
 
The work undertaken in developing the R-CMM narrows the gap between RE process research (suggesting 
principles, techniques, languages and tools to help analysts understand a problem or describe a potential 
product’s external behaviour) and the practice “where software customers understandably wonder if anyone is 
listening” [52]. We believe that the R-CMM pulls together disparate work in the field of software process 
improvement and RE process solutions in a way that is accessible to both practitioners and researchers. 
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How Evaluation Techniques Influence  
the RE-tool Evaluation: An Experiment 

 
Raimundas Matulevičius, Lena Karlsson, Guttorm Sindre

Abstract 

Requirements engineering (RE) tools could be compared by analyzing documentation and 
performing explorations, but the evaluation process is complex and time consuming. This work 
reports on a two-session experiment which compares evaluation techniques for RE-tools. First 
a theoretical framework and test scenarios are used, next tool tutorials and a feature-based 
questionnaire are applied. The findings show that the framework provides a detailed evalua-
tion, but it is more time consuming than the questionnaire-based technique. The results also 
support the use of test scenarios instead of tool tutorials. Although the scenario preparation is 
relatively long and requires expert involvement, the scenarios provide comparison of the same 
tool functions in the same problem domain.  

Keywords 

Requirements engineering (RE), RE-tools, RE process improvement. 

1 Introduction 

The requirements engineering (RE) process is described as a sequence of actions, during which the 
requirements for a new software system are elicited, analyzed, validated and documented [2] in a 
formal, complete and agreed specification [8]. For a complex activity like requirements engineering 
(RE), a powerful tool support is useful and could lead to the RE process improvement, which comprise 
quality improvement, RE scheduling enhancement and resource reduction. The need for RE-tool sup-
port may vary in different RE activities and project size; e.g. if a company does not have a mature RE 
process, the automation of the RE process won’t necessarily help. But if the company deals with big 
projects, and requirements specifications, containing many requirements, which need to evolve over 
time, the RE-tool support could clearly be very helpful. The usefulness of automated support for the 
software development process is recognized in literature [1, 2] and indicated in a case study [6]. How-
ever, the mainstream of RE practice relies on generic office and modelling tools rather than dedicated 
RE-tools. The organizations are not aware of the gains in taking up more advanced tool support. A 
part of the reason might be that it is difficult to evaluate the tools available.  

This work considers a two-session experiment of RE-tool evaluation. In the first session an evaluation 
framework [7] and test scenarios are applied. The second session is executed with tool tutorials and a 
feature-based questionnaire. The work purpose is to analyze the RE-tool evaluation techniques. The 
paper is structured as follows. Section 2 describes the research method. Results are analysed in sec-
tion 3. Section 4 describes validity threats. Finally, section 5 provides conclusions and future work. 

2 Research method 

The experiment analyzes two questions: 1) how different evaluation techniques influence the RE-tool 
evaluation quality; and 2) which RE-tool features are captured during the evaluation process using 
different evaluation techniques.  
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Participants. Two experiment sessions were executed at the Norwegian University of Science and 
Technology (NTNU) and Lund University (LU). 6 students from NTNU and 30 students from LU par-
ticipated in the experiment. The students from NTNU were in their graduate course. They had knowl-
edge of IS engineering, conceptual modelling, and the semantic Web. The LU students were from the 
third or fourth year and had knowledge from courses in RE, and software development methodologies.  

At the NTNU an evaluation framework [7] (figure 1) and RE-tool test scenarios were applied to evalu-
ate RDT1, RequisitePro2, and CORE3. At the LU participants were using a feature-based questionnaire 
(figure 2) and the RE-tool tutorials to evaluate DOORS4, CaliberRM5 and RequisitePro. 

The evaluation framework [7] describes three RE dimensions [8] – representation, agreement and 
specification. The functional features are expanded with the lists of activities [3, 4, 5]. The representa-
tion dimension deals with the degree of formality, where requirements are described using informal, 
semiformal and formal languages and traceability between them. The agreement dimension deals with 
the degree of stakeholders’ agreement and support of the rationale and communication among them. 
The specification dimension deals with the degree of understandability, supported by the documenta-
tions. The framework was adapted to the evaluation form. In addition the questionnaire was prepared 
to evaluate RE-tool usability and understandability, and understandability of the evaluation framework. 

Framework for Evaluation  
of Functional Requirements for RET

FEF1. Representation dimension FEF2. Agreement dimension 

FEF1.1. Specify uniquely i-
dentifiable description using
informal language. 

FEF1.2. Specify requirements
using semi- formal language(s). 

FEF1.3. Specify requirements
using formal language(s). 

FEF1.4. Define traceable as-
sociations between requirements
and the different elements of
requirements specification. 

FEF1.5. Connect seamlessly
with other tools and systems, by
supporting interoperable protocols
and standards. 

FEF2.1. Maintain an audit
trail of changes, archive baseline
versions; and engage a mechanism
to authenticate and approve change
requests. 

FEF2.2. Classify requirements
into logical user- defined groupings.

FEF2.3. Support secure,
conc courrent operative work
between members of a
multidisciplinary team, which may
be geographically distributed. 

FEF2.4. Maintain a
com  da ry 

FEF3.1. Collect and store a
common system’s and a product
family’s domain requirements. 

FEF3.2. Generate predefined and
ad hoc reports, documents that comply
with standard industrial templates, with
support for presentation-quality output
and in-built document quality controls. 

FEF3.3. Generate the complete
specification, expressed using formal
language (informal and semiformal
languages might also be included),
commonly agreed by all stakeholders.  

FEF3. Specification dimension 

prehensive ta dictiona of
all project components and
requirements in a shared repository.

 
Figure 1: Framework for Evaluation of Functional Requirements for RE-tools 

The testing scenarios describe the IS to support the electricity fault handling. The scenarios include 
requirement import, maintenance of traceability, requirements models, and requirements specification. 

The feature-based questionnaire used at the LU, consists of 13 questions. Questions consider stu-
dents’ experience with RE-tools, information about RE-tools on the Internet, requirements representa-
tion, traceability, prioritization, collaboration, reports, usability, understandability, tool integration with 
other tools. The final question asks which of the RE-tools respondents would prefer for their projects. 

The requirements tutorials are provided by the tool vendors. The tutorials are meant to make the 
potential customers interested in a tool purchase and teaching the tool functionality. 

RE-tools. Both CORE and RDT were downloaded from the Internet. NTNU has a teaching and re-
search licence of RequisitePro. The LU has a teaching and research licence of DOORS. The other 
two tools – RequisitePro and CaliberRM - were downloaded from the Internet.  

Evaluation process. The NTNU students performed the RE-tools test scenarios in different order: 1) 
RDT, RequisitePro, and CORE; 2) RequisitePro and CORE (because of software failure, RDT was not 
                                                      
1 http://www.igatech.com/ 
2 http://www-306.ibm.com/software/rational/ 
3 http://www.vtcorp.com/ 
4 http://www.telelogic.com/products/doorsers/ 
5 http://www.borland.com/caliber/index.html/ 
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tested); 3) CORE, RDT and RequisitePro. The framework forms which contained 40 activities were 
filled in after each tool test. At the LU the tools were tested according to the tutorials in the same or-
der: DOORS, CaliberRM and RequisitePro. The feature questionnaires were filled in after all tool tests.  
 
2. Have you used any of the tools before? 

Yes, a little Yes, a lot  
 

NO 
1 2 3 4 5 

DOORS �  � � � � � 
CaliberRM �  � � � � � 
RequisitePro �  � � � � � 
Please motivate your answer. 

Functional features 
4. Please evaluate the functionality to represent/ specify requirements. 
 Bad  Good 
 

Not-
tested 1 2 3 4 5 

DOORS �  � � � � � 
CaliberRM �  � � � � � 
RequisitePro �  � � � � � 
Please motivate your answer.  
 

Non-functional features 
9. How difficult was it to understand the functionality of the RE-tool? 
 Difficult  Easy 
 

Not-
1 2 3 4 5 

DOORS �  � � � � � 
CaliberRM �  � � � � � 
RequisitePro �  � � � � � 
Please motivate your answer. 
 
13. Which of the RE-tools would you prefer to use, for example in your 
“KRAM-project”? 
� DOORS 
� CaliberRM 
� RequisitePro 
� None   
Please explain your answer. 

Figure 2: Fragment of the feature-based questionnaire 

3 Results 

Experiment results are shown in tables 1 and 2. A feature evaluation is the average of the framework 
activity (in table 1) and feature (in table 2) evaluations for the particular RE-tool. The weight is the 
average of all feature evaluations. The not-tested ratio is the feature percentage, which got evaluation 
’0’. The weighted evaluation is the multiplication between the weight and the feature evaluation. 

Table 1: Results at the NTNU 
FEATURE EVALUATION WEIGHTED EVALUATION 

FEATURES (The feature deal with …) WEIGHT 
NOT 
TESTED RequisitePro RDT CORE RequisitePro RDT CORE 

FEF1.1. (… informal representation) 4,25 0,0% 4,78 4,00 3,89 20,32 17,00 16,53 
FEF1.4. (… requirements traceability) 2,91 27,5% 3,17 3,05 2,57 9,22 8,88 7,48 
FEF1.5. (… integration with other tools) 2,68 29,2% 2,85 2,33 2,75 7,64 6,24 7,37 
FEF3.2. (… report printing) 2,66 40,6% 3,17 2,00 2,58 8,43 5,32 6,86 
FEF1.2. (… semi formal representation) 2,39 37,5% 3,42 1,00 2,28 8,17 2,39 5,45 
FEF2.3. (… cooperative work) 2,00 58,3% 1,67 2,17 2,22 3,34 4,34 4,44 
FEF2.1. (… user  collaboration) 1,94 50,0% 2,63 2,45 0,90 5,10 4,75 1,75 
FEF3.3. (… standard specification) 1,92 54,2% 1,44 1,83 2,44 2,76 3,51 4,68 
FEF3.1. (… repository activities) 1,86 56,3% 1,71 2,00 1,92 3,18 3,72 3,57 
FEF2.2. (… requirements specification) 1,70 50,3% 1,60 1,90 1,67 2,72 3,23 2,84 
FEF2.4. (…  user support) 1,54 62,5% 1,11 2,17 1,56 1,71 3,34 2,40 
FEF1.3. (… formal representation) 1,06 75,0% 2,83 0,00 0,00 3,00 0,00 0,00 

OVERALL: 45,1% 30,38 24,90 24,78 75,60 62,73 63,38 

Evaluation results. Well evaluated RE-tool features are traceability, RE-tool integration with other 
software and informal requirements representation. Weak evaluated feature is requirements prioritiza-
tion. Report printing and collaboration got opposite evaluations. Report printing was not available at 
the LU. The collaboration is not guided in the tutorials, but was described in the test scenarios. 

Table 2: Results at the LU 
FEATURE EVALUATION WEIGHTED EVALUATION 

FEATURES WEIGHT 
NOT 
TESTED CaliberRM RequisitePro DOORS CaliberRM RequisitePro DOORS 

Traceability 3,60 1,1% 4,20 3,57 3,03 15,12 12,84 10,92 
Internet  information 3,44 3,3% 3,63 3,13 3,57 12,51 10,79 12,29 
Representation 3,28 2,2% 3,77 3,17 2,90 12,35 10,38 9,51 
Understandability 3,26 0,0% 3,90 3,17 2,70 12,70 10,31 8,79 
Usability 3,11 1,1% 3,87 3,03 2,43 12,03 9,44 7,57 
Collaboration 2,16 37,8% 2,37 1,30 2,70 5,10 2,80 5,82 
Reports 1,90 44,4% 2,03 1,80 1,87 3,86 3,42 3,55 
Prioritization 1,79 20,0% 1,70 1,83 1,83 3,04 3,28 3,28 

OVERALL: 13,5% 25,47 21,00 21,03 73,67 59,98 58,44 

There could be two reasons for not-tested features (overall 45,1% in table 1 against 13,5% in table 2). 
First, the tool does not support the feature. Second, the respondents did not understand the feature. 
To mitigate the second reason, the participants could always ask about the questionnaires. 

EuroSPI 2004 − I3-B.13 



Session I3-B : SPI and Requirements Management 
 

RE-tool usability. At the NTNU the participants had to answer: “which of the RE-tools helps to pre-
pare “the best” specification?” 4 answers are RequisitePro, 2 – CORE. All the respondents indicated 
that RDT is the most complex tool, but table 1 shows that both CORE and RDT are evaluated equally. 
At the LU question was “which tool would you prefer to use in your own project?” 15 respondents 
would prefer CaliberRM, 7 - DOORS, 4 – RequisitePro, 4 – both CaliberRM and RequisitePro, and 2 
respondents would not use any RE-tool.  

Satisfaction of the techniques. The respondents at the NTNU think positively about the framework. 
Some problems are related to feature understandability, which could be a reason for the high not-
tested rate. At the LU ease of use and satisfaction of the evaluation techniques were not analysed. 
Nevertheless, most participants found the experiment instructive, although, some participants com-
plained about headache due to the small tutorial fonts. The NTNU participants commented that they 
felt a lack of time: the experiment tool 4 hours - the first tool test was performed in 70 minutes (the 
participants had to learn the evaluation framework), other two in 40 minutes. At the LU the participants 
used 2 hours for tutorial execution and a half hour for questionnaire filling. 

4 Threats to Validity 

The experiment involved students as subjects, and it was executed for educational purposes. The 
participant number was only 36, which may reduce the external validity [9]. The participants had basic 
knowledge but limited experience with RE in practice. This situation may be similar to the one experi-
enced by practitioners, who perform the evaluation in industry. The fact that a tool acquisition was not 
performed, may influence the level of commitment in the experiment. 

Time limits and fatigue may influence the results, especially at the NTNU where less time was avail-
able and a larger feature number was evaluated. All the tools at the LU were evaluated in the same 
order, so there may be a learning effect or boredom effect which could influence the responses.  

Some participants had experience with RE-tools, and this may have influenced their opinions. But 
since the experiment provides two independent sessions with correlating results, the participants’ prior 
experience has most likely not affected the results. The experiment at the LU is based on tutorials; 
therefore, it is possible that the evaluation is affected by the differences between the tutorials. 

The evaluations are influenced by limited tool functionality. At the NTNU, CORE and RDT were limited 
by the database size, and the participants had reliability problem with RequisitePro. At the LU the 
laboratory computers had no MS WordTM installed, and RequisitePro and CaliberRM tutorials had to 
be adjusted so that it only included tasks that do not require integration with MS WordTM. 

The internal validity regards whether the treatment actually cause the outcome [9]. In this experiment, 
the two sessions differ from each other in two ways: one investigates a framework-based approach 
using test scenarios, while the another explores a feature-based questionnaire and uses tutorials. 
Therefore it may be difficult to determine which treatment that actually causes the results. 

5 Conclusions and Future Work 

This work reports on a two-session experiment, where the RE-tool evaluation techniques are tested. 
The study shows that the framework-based evaluation is more time consuming than using the ques-
tionnaire. But the framework [7] prepares a more detailed evaluation. It is recommended to use the 
framework, when the purpose is to acquire a tool for targeted RE activities. The questionnaire-based 
technique evaluates the RE-tools on an abstract level, but the questionnaire construction is time con-
suming in comparison to the framework application. The scenarios allow testing of the same RE-tool 
functions and they could be created for any problem domain, which is familiar to the evaluators. How-
ever, the scenario preparation is relatively time-consuming and involves RE-tool experts. The tutorials 
are designed for commercial purposes and are therefore difficult to compare.  

The findings suggest a combination of both techniques could be interesting. First, the tool candidate 
number is reduced with a feature questionnaire. Next, the detailed tool comparison is performed using 
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the framework. The ideas for future work involve the construction of an RE-tool evaluation approach, 
where comparison of functional and non-functional requirements would guide to the tool selection. The 
evaluation techniques should be considered for various purposes in academic and industrial settings. 

Acknowledgment. The authors would like to thank Björn Regnell for contributing ideas to this study. 
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Abstract 

Various studies conclude that requirement errors are the most common and most expensive 
errors to fix in later life cycle phases. 

There is strong evidence that controlling requirements is the single most effective action a 
project team can take to improve project outcomes and assist in our goal of delivering quality 
software, on time and on budget. 

We need to change from chaos to order with some sort of a methodical requirement process. 
Hence, an improved requirement management process is a vital part of software process 
improvement (SPI) in a software company. 

A Common problem is that the requirement process is too technically focused, alienating the 
users. ConsultIT has adopted a RUP centric (Rational Unified Process) approach focusing on 
the business and user problems, through work with business models and stakeholder 
analysis. This paper describes our experience with this approach. 
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1. Introduction 
 

Several times in the last year we have seen several articles written about budget overruns 
and failure in software projects. This is not a new phenomenon in the software industry. In a 
well known study by the Standish Group there was made a survey among 352 companies 
reporting in over 8000 projects. The results of this survey were published in a report called 
“The Chaos Report” [1]. According to the report: 

• 31% of all software projects are canceled before completion  

• 53% of all projects will cost 189% of estimates 

• 9% are on time and on budget (large companies) 

• 16% are on time and on budget (small companies) 

Further they asked the respondents to identify the causes of these failures. The respondents 
identified several factors that cause to be challenged. The top three factors are identified in 
Table 1 below. 

Project Challenged Factors % of Responses 

1. Lack of User Input 12.8% 

2. Incomplete Requirements & Specifications 12.3% 

3. Changing Requirements & Specifications 11.8% 

Table 1. The Standish Group Project Challenged Factors 
 

The fact that top three (of more than ten) factors are related to requirements tells us that the 
industry is not able to effectively work with users to understand and describe their 
requirements. 

Even if this report was published in 1994, we have to acknowledge that we still have not been 
able to make order out of chaos. 

After a case study of selected projects they identified 10 success criteria where the top one 
was “User Involvement”. 

These results clearly indicate that the industry must focus improve the process of requirement 
engineering.  

In this paper we will illustrate the importance of a methodical requirements process and 
practical use of such a process. In ConsultIT we have adopted a process which is based on 
Rational Unified Process. Through several projects, both internally and externally, we have 
gained considerable experience in the use of a requirement management process. Through 
our experience with such a process we have adapted the process in a practical and realistic 
way. We will share some of these experiences in this paper. 

It is not in the scope of this paper to discuss in detail the different techniques used in the 
process. 

2. Requirement Chaos 
 

Many projects suffer from requirements chaos, where chaos, as defined in Merriam-Webster’s 
dictionary, is “a state of utter confusion”. It follows that the requirements chaos, results in 
confusions between the project’s stakeholders. At the end this will lead to: 

• Cost and time overruns  

• Poor product quality 
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• The project fall short of the user’s or business’ expectations 

Even if a large part of the software industry acknowledge the fact that better requirement 
management is an important success criterion for successful software projects, we still se that 
projects fail. There are many reasons for this: 

• Despite acknowledgement of the importance of quality requirements, we still lack ability 
and willingness to prioritize and carry out the necessary steps in practical use. 

• We live in a dynamic world where things change. This is also true for the user’s needs 
and understanding of the system to be developed. This inability to manage change as 
part of the requirement process often leads to budget overruns and time delays. 

• Business goals are missing or lose focus during the development process. Less critical 
factors or tasks overshadow the business goals and are the reasons for the overruns.  

• Overoptimistic project estimates. Our limited ability to foresee the future must be 
compensated for more systematic estimation approach.  We must identify the risk 
elements and there will always be unforeseen factors we must consider. We often 
squeeze the estimates to enhance our probability to win the contract. 

• Lack of requirement focus from developers. A developer may not think much about 
requirement management, compared to design and implementation techniques. Many 
developers believe that requirements are the responsibility of the analyst and that the 
developer’s involvement is reduced to simply receiving the requirements specifications.  

Fortunately the diagnosis and treatment of the requirement chaos doesn’t need to be very 
complex. We need to change from chaos to order with some sort of a methodical requirement 
process. Hence, an improved requirement management process is a vital part of software 
process improvement (SPI) in a software company. 

 

3. Requirement Management 
 “The Chaos Report” [1] is 
strong evidence that 
controlling requirements is 
the single most effective 
action a project team can 
take to improve project 
outcomes and assist in 
our goal of delivering 
quality software, on time 
and on budget. 

A requirement process 
must take into 
consideration the root 
causes to the requirement 
chaos described in 
chapter 2, and it must be 
practical and realistic. 

Most important is a focus 
on the business goals and 
the stakeholders’ needs in th
process, ensuring that we de
really needs.  
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elements in the development process, where the business model 
ts are important input to the process. First we must focus on the 
he elements that look like problems waiting to be resolved.  
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After we have defined the problem domain we are ready to form a solution to the problem. In 
the solution domain we consider the set of activities, the “things” we must build to solve the 
problem, and the artifacts we must create in the process. 

 

4. Stakeholder Needs 
Before we build the new system, we need to make sure that we understand the real needs of 
the business and the stakeholders in that problem domain. Without this understanding we 
face the risk of building a system not needed.  

In Rational Unified Process® (RUP) a stakeholder is defined as: 

“An individual who is materially affected by the outcome of the system.” 

In other words, not all stakeholders are users and we have to understand the needs of both 
communities. A manager would typically have an interest in the system. We must consider 
this interest when building the system. The manager is not necessary a user of the system. 

It is important to understand that in order to understand the real needs; we also must consider 
the business’ real needs. The business is often represented by a business model defining the 
business goals and business processes.   

In Rational Unified Process® (RUP) a stakeholder need is defined as: 

“The business or operational problem (opportunity) that must be fulfilled in order to 
justify purchase or use.” 

The medical doctor seems really frustrated when trying to gather the necessary patient 
information before an operation. Maybe the information must be collected from different 
sources from different hospital, resulting in a time costly delay. What the doctor needs is a 
user friendly system that provides all the necessary information needed in an efficient way. 

A security manager, on the other hand, is concerned about the juridical aspect of making 
patient information available.  

The Process 
Start identifying the business and stakeholders needs by inviting some key people who 
already have been involved in the project to a workshop. Maybe they were involved in the 
project participating in pre-project activity, business modeling or domain modeling.  

In the workshop we identify the stakeholders in the project, and describe each stakeholder’s 
profile in a table. We then identify which individuals will represent each stakeholder role and 
we decide which individual we want to talk to.  

We then invite each of the selected stakeholders to an interview where the goal is to identify 
and understand their needs. It is very important not to loose focus on the problem domain, 
because in such meetings there is a tendency that the stakeholders want to describe his or 
hers opinion on what the solution should be.  

Also remember that the system should support the business goals. Use a business model, if 
one exists, as an aid in the interviews. If a business model doesn’t exist it will often be useful 
to create a simplified business model illustrating the business processes related to the 
problem domain. 

A business model describes the business processes performed by different stakeholders. In 
each business process the stakeholder performs some activities. Some of these activities 
could be performed more efficiently if supported by a new system, and the business and 
activity models help us identifying potential improvement in the business processes. 

Document the needs in short terms in a table (se example in Table 2) and don’t let the 
interview last too long (maximum 2 hours). It is also important not to involve too many people 
in the interview, just the interviewee, the interviewer and maybe one additional project 
member which also can act as a scribe. 
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No Need Priority Concerns Current Solution Proposed Solution 
N101 
 

List of relevant 
patients 

High Lot of manual work if one 
would find patient with 
the specific disease 
(heart disease). 
 
 

Receives different list 
from different sources 
(patient systems).  
 
 

Integrate the system 
against different patient 
system and receive the 
patient list directly into 
the new system. 

Table 2. Example of list of stakeholders needs 
 

At first the needs that are collected in the interviews are actually just stakeholder requests, 
until these requests are analyzed and filtered. Some requests are not in the scope of the 
problem domain, some are just unrealistic whishes and some are obviously a matter for the 
future. The resulting list is the real needs and the definition of the problem domain. 

Thorough work with the business and stakeholder needs will ensure that we describe the 
system needed by the business and users. Involving the key stakeholders early in the 
process reduce the possibility for unpleasant surprises later in the process. Many 
development projects have experienced problems when deploying the software, because of 
fatal security issues. Talking to the security manager and operations department early in the 
requirement process would prevent such problems. 

  

5. Features 
After defining and describing the problem domain we need to describe the system to be built. 
This means forming a solution to the problem. 

The features are a first outline of the system, describing the system in an abstract way. 

In Rational Unified Process® (RUP) a feature is defined as: 

“An externally observable service provided by the system which directly fulfills a 
stakeholder need.” 

A feature is, in other words, a service that the system must provide to fulfill one or more 
stakeholder needs. 

Features are expressed in natural language using terms that are familiar to the stakeholders. 
They are not refinements of the stakeholders’ needs, but the top level solutions to the 
problems being solved. Typically you should be able to describe the system by defining 25-50 
features that characterize the behavior of the system.  

In the doctor example, a typical feature could be that the system must be integrated with the 
X-ray proprietary system. 

The Process 
The features are best defined by the system analysts; in cooperation with key stakeholders if 
needed. Each need is analyzed and the features are identified and described based on those 
needs. The features must not explain “how” the system should do it; only what the system 
should do as a response to the problem being solved.  

Again, it is important not to lose the business focus. The features will shape the system being 
built, and we want to make sure we build a system the business and the users want and 
needs. It is no rooms for fancy non-business related features here. All features must be 
traced back to the needs. 

Document the features in a list, describe them briefly, and give them attributes to help define 
their general state and priority. 
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No Feature Description Need 
F1 Fetch patients  The system should fetch patients with specific disease from different 

patient systems in the region.  
B101 

Table 3. Example of a feature list. Notice the reference to a specific need. 

6. Requirements 
The features could be characterized as abstract requirements, so we need more detailed 
requirements to describe the system behavior. A requirement is defined as “a condition or 
capability to which a system must conform”.  

We could separate requirements into functional and non-functional. Functional requirements 
specify actions that a system must be able to perform, without taking physical considerations 
into consideration. A use case model and use cases are useful techniques for describing 
functional requirements. Non-functional requirements describe only attributes of the system or 
attributes of the system environment. Examples of non-functional requirements are Usability, 
Reliability, Performance and Supportability [2]. 

The Process 
There are several different approaches to identifying and describing the requirements. One 
approach is to sit down and refine and elaborate the features defined earlier. Each feature is 
refined by one or more requirements and each requirement serves one or ore more features. 
The advantage of this approach is that we avoid unnecessary creativity in the requirement 
process, which often results in unnecessary requirements. The disadvantage is that we are 
dependent of a complete and well defined set of features, or else we may miss some 
important requirements.  

As mention above, use case techniques are useful when describing functional requirements. 
This approach is a more complex process than the approach described above, but will 
hopefully give us better requirements. 

First, the use case model is defined by interviewing one or more users. Different creative 
techniques could be applied in the interviews. We have good experience with drawing the use 
case model “live” using a software tool (such as IBM Rational Rose®). 

When the use case model is defined, it is time to elaborate the use cases and developing 
additional use cases as we gain new knowledge to fully elaborate the system. The use case 
elaboration is done in user interviews. The steps in the use cases are refined into more and 
more detailed system interactions.  

The interview should be carried out with a limited number of people. It is important not to 
involve too many people in the interview, just the interviewee, the interviewer and maybe one 
additional project member which also can act as a scribe. Too many participants make it more 
difficult to achieve the objectives. Many people have many different opinions, which are more 
difficult to govern, and less critical factors overshadow the important ones. A good facilitator 
can interrupt participants when they don’t follow the agenda, but participants often take 
offence of what they think is an obstruction of their creativity. This can quickly turn the 
participant hostile, and more difficult to govern. 

The interviewee must not loose focus in the interviews as there is a tendency that the 
participants would like to talk about the solution or details about the user interface. The user 
interface should not be part of the use cases. The user interface should rather be defined in a 
prototype. It is also useful to involve one or more developers in the use case elaborations, 
because the use cases can be considered as the contract between the users and the 
developers. 

The features are useful inputs when defining the non-functional requirement. Hopefully we 
have enough information from the interviews with the stakeholder to describe the non-
functional requirements. Otherwise we could carry out additional interviews to obtain the 
necessary information. Non-functional requirements are documented in natural language like: 
“The system should manage 100 simultaneous users.” 
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The features, defined earlier, should also be incorporated in the use cases and the use cases 
should service one or more features. A feature could be serviced by one or more use cases. 

It is important to continuously refine the requirements during the development process. A 
“freeze” of the requirements could lead to unsatisfied users and stakeholder. Nevertheless it 
is important to strive to complete as much as possible of the use cases in early phases. 

7. The Artifacts 
The different artifacts 
produced during the 
requirement process could 
be documented in more 
distributable form. The 
different tables, model 
elements (use case model) 
and different documents 
could be collected and 
document in one or more 
requirement sets. 
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igure 2. Requirement Artifacts

Process®, one of the most 

mportant artifacts in the requirement discipline is the Vision document. The Vision document 
ontains an outline of the envisioned core requirements, and provides the contractual basis 
or the more detailed requirements.  

he Vision document contains an overall problem statement, key stakeholder profiles, 
takeholder needs, a list of features and perhaps some example use cases. The Vision 
ocument may be called by other names, such as Project Charter, Product Requirements 
ocument, Marketing Requirement Document, and so forth. No matter what the name is, the 
ision highlights the overall intent and purpose of the system being built. 

he functional and non-functional detailed technical requirements could be described in a 
ore traditional way in natural language or in a more structured way as a model. In either 

ase, both are artifacts containing the requirements. With requirements expressed in natural 
anguage, these are described in a document. If the requirements are expressed as use 
ases, we may have a model and maybe some other documents. This is often satisfactory, 
ut in some cases there is a need to document all these different elements in a single 
ocument. This document could be called Software Requirement Specification. It may contain 
he use case model, use case specifications and the supplementary specification. The 
upplementary specification contains non-functional requirements and functional 
equirements which apply to several use cases. 

. Traceability 
f we turn our attention back to Figure 1, we see the different elements in requirement 
anagement and that there is some kind of relationship which may exist between the 
lements.  

n requirement management it is important to be able to elicit, organize and document the 
equirements. An important quality attribute is the ability to trace the different elements 
hrough the development process (specification, design, implementation, and test). A good 
raceability mechanism shows the impact changes may have on the different elements. For 
xample, if there is some change to a feature, we may need to update several use cases, 
ome design elements, some code, and some test scripts. We also must verify that the 
hanges to the feature comply to the business and stakeholder needs. 

raceability could be implemented by creating different tables with a relationship to the 
ifferent related elements. For example, if we have a table with features, we could reference 
ach of them to one or more needs. There also exists different tools that help with the tracing.  
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9. Summary 
According to the “Chaos Report” [1] controlling requirements is the single most effective 
action a project team can take to improve projects outcomes and assist in our goal to 
delivering quality software, on time and on budget. 

A well defined practical and realistic requirement management process has proved to be a 
good technique to control the requirements. The process must be business and user oriented 
in order to ensure that we define and build the right system. 

The requirement management process must attack the requirements in the right order. We 
define the problem domain before the solution domain. Start describing the solution on an 
abstract level, then in more and more details. 

Don’t fall into the detailing trap, ending up with a description of the solution instead of the 
problem or endless feature list. Describe the detail where it belongs, namely in the 
requirement specification. Remember that, when detailing requirements, the users should 
understand the specifications and that the developer receives all the necessary information to 
develop the system. 

The requirement process described in this paper has change the way we carry out projects in 
ConsultIT. We are focusing much more on requirements in the development project, resulting 
in better project estimates and provide more accurate fixed price offers. Also the requirement 
process helps us develop more quality software, with less frustrated users, less rework and 
fewer budgets overruns.  

We have also adopted a subset of the process in other non-developing consulting services, 
such as advisory services like purchasing, security, architecture, and so on. 

It is difficult to obtain absolute proof that the requirement process is the single most important 
factor for project success. Still, based on our experience with the process, we can conclude 
that it is a prerequisite for success. In our first project adopting the new requirement process 
several years ago, we came to a point half way into the requirement process where we 
experienced some doubt in the project team. This was due to more hours spent on 
requirements than earlier. Someone got cold feet and went back to a more traditionally 
requirement process. When the development started, we could clearly see the difference 
between the two. The requirement part created with the traditionally requirement process 
gave us much more frustrated developers due to unclear requirements. Most of the 
requirements had to be refined or rewritten, resulting in more hours spent than initially 
estimated for the requirements work. The requirement part that was created with the new 
requirement process did not need to be refined or rewritten in such an extent.  
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Abstract 

The paper reports on a case study of practical application of a risk-driven software process 
improvement framework in a real-life software project. The framework assumes explicit model-
ling of the process and its deficiencies (risk factors) as well as provides for process evolution. 
It also includes dedicated techniques to identify process risks and to derive from them sugges-
tions for process improvement. The techniques are embedded in a recurring procedure involv-
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the case study objectives and reports on the results of two phases aiming at process im-
provement. Finally, it discusses the case study results as well as presents the issues open for 
further research. 
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1 Introduction to Risk-driven Software Process Improvement 

The aim of any software project is to provide the stakeholders with a satisfactory software-based solu-
tion of their problem within the schedule and budget limits. The risk of poor product quality and sched-
ule or budget overruns is high which is confirmed by a number of cancelled, delayed or overpaid pro-
jects. Effective management of those risks is presently perceived as one of the most important areas 
of project management [1, 10]. Still, current software processes leave a considerable space for im-
provement. As process improvement aims at maximizing process quality and effectiveness while 
minimizing its risks, therefore the support for identification of the most risky process areas and their 
potential improvement is especially worthwhile. 

Current risk identification practices adopt primarily two techniques: checklists and group effort (e.g. 
brainstorming). Checklists such as [3, 5, 13] help to control the identification scope and protect from 
overlooking significant risks but they are often too general and do not relate well to actual software 
processes. Group effort studied e.g. by J. Kontio [4] benefits from synergetic use of human intuition 
and experience but it exhibits problems with scope focusing and control. Consequently, both existing 
approaches provide limited output aimed at the process improvement. 

The paper proposes a framework for the risk-driven software process improvement. The following 
features characterize the framework: 

• explicit process modelling [6, 9] as well as providing for model evolution [2], 

• interpretation of model deficiencies as process risks and areas for potential improvement, 

• modelling risks with risk patterns [6], 

• supporting risk identification by referring to model metrics and consulting referential models [7], 

• deriving suggestions for process improvement from identified deficiencies, 

• running the improvement implementation and the modelling as a continuous process. 

The recurring procedure of continuous risk-driven process improvement comprises the following steps: 

1. initial modelling of the original process, 

2. discovering the process risks by applying selected risk identification techniques, 

3. (risk-driven) selection of process improvements, 

4. systematic transformation of the original process model into the improved process model. 

The procedure of continuous risk-driven process improvement is shown in Figure 1. 
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Figure 1: The risk-driven process improvement procedure 
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2 Case Study 

2.1 Methodology 

The case study aimed at repeated identification of risks in a real-life software project and providing 
suggestions on possible process improvements. 

A software project involving participants from several countries and scheduled for over a dozen 
months has been chosen for the case study. The project objective was to build a complex, distributed 
information system based on a novel architecture and business model. During the case study the pro-
ject remained in the initiation phase. The project description and plans were used in the case study. 

The case study comprised 2 phases (cycles of risk-driven process improvement): 

• Preliminary risk identification carried out in January 2004 based on formal project description, 

• Second risk identification with respect to the improved process carried out in April 2004 based on 
the Quality Plan, partial Development Plan and the same project description as in Phase 1. 

The case study was evaluated by: 

• subjecting the risk identification results to the judgement of the project managers based on their 
intuition and individual experience, 

• examining the ratings and priorities the project managers assigned to the identified risks at a risk 
analysis session, 

• assessing the scope of improvement initiated by the project managers after the risk identification. 

2.2 Results of Phase 1 

To begin with, a process model was built based on the project description. Due to the initial phase of 
the project, the development process was planned at a rather general level. The most detailed activi-
ties covered several months. The project description did not define any qualitative features of the ac-
tivities, artefacts and roles as those elements were left to be defined later in the plans of the particular 
project areas. The final model comprised 55 activities at 3 levels of detail, 49 artefacts and 45 roles. 

The process risks were first identified using model metrics [7] that were applicable to the model. The 
metrics indicated two activities and five artefacts for further investigation which resulted in identifica-
tion of four significant risks. For all those risks, their scenarios have been developed with the help of 
risk patterns [6]. The example of an identified risk is given below together with the corresponding sce-
nario (first expressed with the help of risk patterns, then expressed as a natural language statement). 

Risk factor: Distributed, multinational development of business models 

Risk scenario (in terms of risk patterns): If New Business Modelling<activity> loses Consider regional differ-
ences in reality<practice> then System Requirements Specification (Vision)<artefact> loses Conformity to 
target reality<feature> and Use Case Design<artefact> loses Conformity to target reality<feature> and then 
Pilot One<artefact> loses Conformity to target reality<feature>. 

Risk scenario (natural language): Business modelling is skewed by local viewpoints and results in missed 
target reality of the pilot implementation of the system. 

The risks were further identified by comparing the analyzed model with the Rational Unified Process 
(RUP) [11] taken as a referential model. RUP was particularly chosen as being well structured, defined 
in detail yet generally applicable and finally compatible with the development process of the studied 
project. Due to the limited resources for the case study, a complete mapping of the analyzed model on 
the RUP referential model was not developed. Instead, the most evident differences were taken into 
consideration. This way, three additional risk factors were identified. One of them is given below to-
gether with its exemplary scenario. 
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Risk factor: Configuration & Change Management is not explicitly defined 

Risk scenario (in terms of risk patterns): If Configuration & Change Management<activity> is not performed 
then System Integration<activity> loses Keep the set of integrated subsystems coherent<practice> and then 
Pilot Deployment<activity> takes more time than expected. 

Risk scenario (natural language): Without explicitly defined change management process the pilot may 
not be integrated and deployed on time. 

The risk identification step was completed by comparing the analyzed model with the referential model 
derived from the Steve McConnell’s ‘Complete List of Schedule Risks’ [5]. Following the same proce-
dure as in the previous step, four additional risk factors were identified. One of them is given below 
together with the exemplary scenario. 

Risk factor: Long duration of the project and mainly part-time employment of the staff. 

Risk scenario (in terms of risk patterns): If Project<activity> loses Maintain personnel continuity<practice> 
then Project<activity> loses Personnel<role> and then Project<activity> loses Avoid excessive schedule 
pressure<practice> and Pilot One<artefact> loses Completeness<feature>. 

Risk scenario (natural language): The project can have difficulties with keeping part-time employed staff 
resulting in workforce shortages, more effort for available staff and limited scope of the pilot. 

In total, 11 risk factors were identified in Phase 1 of the case study. The results were then compared 
with the 9 risk factors indicated in the project description (identified by the project management). 6 out 
of the 11 risk factors identified in Phase 1 of our case study were also indicated in the project descrip-
tion. Still 5 of them were new regarding the project description and resulted in important suggestions 
for the process improvement which otherwise would have been missing. 

Partial correlation of the detected risk factors with the factors indicated earlier by the project manage-
ment confirms that the proposed method is consistent with the intuition and experience of the manag-
ers of software projects. The 5 new risks were then communicated to the Project Management Board 
who judged them important and initiated activities aiming at the process improvement. 

The process was improved by defining its deficient areas in detail in the newly issued documents and 
initiating new activities related to the redefined process. The improvements covered in particular con-
figuration management tools and practices, and procedures for quality assurance. All of the 5 deficient 
process areas identified with the help of the proposed framework were subject to the process im-
provements. 

2.3 Results of Phase 2  

The second risk identification and improvement attempt focused on the managerial issues such as 
operational management, quality management, communication management, software management 
and so on. A partial model of those areas was built from the available data. The model comprised 85 
activities at 3 levels of detail, 16 roles and 37 artefacts. 

Due to incompleteness of the process model the risk identification technique using model metrics 
could not be effective. Instead, the technique of comparison with a referential model was applied. For 
the same reasons as in Phase 1, the Rational Unified Process (RUP) [11] was selected as a primary 
referential model. 

As a result, some 26 risks were identified suggesting possible process deficiencies. The examples of 
identified risk factors are given below together with possible scenarios. 

• Quality management – establishing success criteria and metrics 

Risk factor: Immeasurable success criteria, weak metrics 

Risk scenario (in terms of risk patterns): If Measurement Plan<activity> loses Use quantifiable and objective 
metrics<practice> then Pilot One<artefact> loses Defined scope<feature>and then Pilot One<artefact> loses 
Completeness<feature>. 
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Risk scenario (natural language): Product scope is arbitrarily redefined and intended product scope is not 
covered. 

• Document Management – general risks 

Risk factor: No explicitly defined procedures for maintaining traceability of key business and design 
decisions 

Risk scenario (in terms of risk patterns): If Document Management<activity> loses Maintain traceability of key 
decisions<practice> then Documentation<artefact> loses Consistency<feature> and then Subsys-
tem<artefact> loses Compatibility<feature>. 

Risk scenario (natural language): Key business and design decisions are vague, inconsistent or contra-
dictory in different documents resulting in incompatibility of partial commitments. 

• Communication Management – communication by project portal 

Risk factor: Poor performance of hardware and software platform of project portal 

Risk scenario (in terms of risk patterns): If Project portal<artefact> loses Platform performance<feature> then 
Personnel<role> loses Motivation<capability> and Communication<activity> loses Follow defined communi-
cation paths<feature> and then Communication<activity> takes more time than expected. 

Risk scenario (natural language): Discomfort in portal usage causes users’ rejection and hasty construc-
tion of alternative communication means that impacts communication. 

The identified risk factors were taken as input to the risk analysis session carried out by the Project 
Management Board - PMB (some risk factors were merged together which resulted in total of 20 
risks). The list of risks was also extended with the risks identified independently by PMB members. 
The risk analysis session involved rating and prioritizing the identified risks by some 15 members of 
the PMB. As a result, a list of project top 10 most important risks was elaborated. Of those 10 risks 7 
were identified with the help of the proposed framework. 

The risks found in this phase indicated more detailed deficiencies than those identified in Phase 1 and 
suggested areas for further process improvement. To save project resources only the areas indicated 
by 10 topmost risks were taken care of. For instance, some new actions were defined and launched in 
the area of technology management including tools selection and design decisions and communica-
tion means were defined in response to risks related to poor sharing of scientific know-how.  

2.4 Summary 

All the analytical tasks in the case study were carried out by one of the authors. However, the key part 
(risk identification) was performed according to precisely defined procedures of the proprietary risk 
identification techniques. Thus it may be presumed that every risk analyst would obtain comparable 
results. However, a complete correlation (reproduction) of the results is difficult to achieve, because 
while being considerably formalized the proposed method still engages the analytical capabilities and 
the individual perception of the analyst. 

An effort on every phase of the case study was carefully measured. Phase 1 required 30 man-hours, 
22 of which were spent on initial building of the process model while risk identification took 2-3 hours 
for each of the techniques and referential models. Phase 2 took 8 hours, 3 of them used to model the 
managerial area of the project and the remaining 5 to identify risks and potential improvements. The 
effort of the risk identification steps may be reduced by taking advantage of the already built dedicated 
supporting tool [8], which is currently adapted to the proposed framework. 

3 Conclusions 

The paper presented a two phase case study aimed at assessing the feasibility, effectiveness and 
efficiency of the risk based approach to improvement of a real-life software project. In the first phase, 

EuroSPI 2004 − I3-C.5 



Session I3-C: SPI and Risk Management 

11 risk factors were identified with the help of two different risk identification techniques. 5 of the risks 
were not known to the project management. All identified risks provided valuable suggestions for 
process improvement. In effect the process was significantly redefined. The repeated application of 
the approach in the second phase led to identification of some 26 more detailed risks and resulted in 
further process improvements. 

The results of the case study demonstrate that the proposed framework is able to reveal new, previ-
ously undetected risks that provide important (in the opinion of project managers) input for process 
improvement. The framework requires that the process is defined in the level of detail sufficient to 
build its model which is then used during risk identification. A high-quality relevant referential model is 
also necessary if the model comparison technique is to be used. As the proposed approach is based 
on models and their metrics we expect the delivered results to be highly independent of the analyst’s 
intuition and experience. It also provides a good base for automatic tool support.     

Further research is planned in the following areas: 

• further case studies with industrial partners, 

• investigation of new metrics to improve risk identification, 

• building the proposed framework into a supporting tool [8], 

• using the framework in different domains such as e-health and/or e-commerce. 

The results presented in this paper originate from a wider context of research towards a holistic ap-
proach to risk identification and process improvement in software projects supported by dedicated 
tools. The description and the results of the research are available at [12]. 
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Abstract 

Two research projects with external researchers that study some work processes of each an industrial 
organization are compared for the purpose of providing higher value of the research for the industrial 
partner. Both research projects studied spanned approximately six months. In case A, a researcher 
has visited the studied organization 2-3 days per week during six months, and has had access to vir-
tually all material produced, all people, etc. The researcher had a strictly non-participant role. In case 
B the researchers were in much less contact with the industrial partner. This paper compares the two 
projects with respect to a number of characteristics resulting in a number of questions that can be 
asked in advance for an industry considering working with a researcher are suggested. A threat to the 
validity of this paper is that the analysis made in this paper was not anticipated in neither case A nor in 
case B in advance. This suggests that some of the information available during the original research 
projects might have been forgotten before this analysis has been made. On the other hand, had a 
coming analysis like this been anticipated in advance, it is not unlikely that the research setup would 
have been different. Based on experiences from our own first trial, it is believed that these questions 
can help enhance value of external research for the industrial partner, through better known and thus 
possible to manage project risk. 

Keywords 

Research value, joint research, external researcher, risk reduction 

1  Introduction 

Industry partners are often approached by external researchers, or looking for external researchers, to 
perform some kind of research with an outsider’s eyes. In the process of selecting what to engage in, 
an essential question for the industrial partner is: Is it likely that the research conducted will eventually 
have value enough to merit the investments made in the research? 

To answer such a question, both the study target, and the research methodology applied in the indus-
trial context must be understood. If the industrial partner is represented by someone trained in re-
search methodology, sufficient skills are probably available to judge in advance. However, in practice 
this is often not the case. Thus, there is need for some decision aids. The objective of this paper is to 
contribute to the industrial partner’s decision process regarding whether to engage external research-
ers or not. 

In this paper, we further focus on the attempt to study larger work processes performed in an industrial 
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organization over longer periods of time, because larger work processes represent larger investments 
in companies. Hence, there is often an increased financial motivation for evaluating them compared to 
smaller issues. 

We have chosen two particular projects to compare. The reason for this is that they have similar dura-
tion, they work in organizations of similar “maturity”, and the size of their software products can both 
be described as “very large, transactional oriented”. Thus, convenience sampling is used, but the merit 
of this is that the effects of the object studied are reduced, and instead findings related to how the 
research is conducted are derived. The cases are referred to as “A” and “B”. 

In total, the focus of this paper is set to Analyze two projects, for the purpose of minimizing the risk for 
the industrial partner, in the context of a) academic research on industrial organization processes; b) 
half-year duration of study; and c) large scale object for study, such as set of interconnected work 
processes. The purpose is to present some control questions that can be used before engaging in 
similar endeavours with the objective of increasing the effectiveness and efficiency of joint research, 
as seen from the perspective of the industrial partner. 

To pursue the focus, the two research projects studied are compared with respect to a set of charac-
teristics. These are: General characteristics: The studied organization, the studied set of processes. 
Initial expectations from researcher and industrial partner. Research method characteristics: De-
gree of contact researcher/industrial partner, data collection methods, data analysis methods, presen-
tation of results. Interest characteristics: Academic researcher involvement, industrial organization 
interest. Result characteristics: Outcome of project usefulness. Overall evaluation: What should 
have been done otherwise? 

2 Cases 

In organization A, a 15 person team developed a large financial software module. The research focus 
was on how the organization could work faster. Organization A had little – if any expectations on the 
outcome from the beginning of the research, while the researcher expected to see a capable devel-
opment process being acted in practice. In this project, a single researcher took a non-participant ob-
server role two or three days a week, during six months. All written material was available for analysis, 
including previous versions of documents. All meetings were open for listening to. The study is con-
sidered methodologically advanced, in that multiple sources of information were used for triangulating 
findings. Feedback sessions, interviews, etc., also ensured multi method triangulation. Analysis in-
cludes both statistical analysis of some data, as well as subjective analysis grounded in “tagged evi-
dence”, i.e., individual pieces of evidence with a reference number. 

It is interesting that in this project, the perceived interest from both parties grew over time. The re-
searcher learned a lot, and as confidence in the researcher grew from the industrial organization’s 
employees, they also voluntarily shared more information without being asked about it. It is believed 
that the presence of the researcher contributed strongly to sustained interest in the research project. 
The resulting research report was presented multiple times to organization A, and it resulted in lasting 
changes to the development process – and practice. 

In organization B, about 100 people develop a variety of technical software products for engineering 
disciplines. The research focus was on how one could increase the use of a knowledge management 
system, developed in previous research and development efforts. The initial set of expectations from 
the industrial organizations was high; several high level managers approved of the research project in 
advance, which is more than in case A. There was a perceived match between researcher compe-
tency, and the current needs of the organization. The researchers were happy to pursue a research 
focus that appeared to be an area with few studies: They could study how increased support could 
increase the use of a knowledge management system. 

The research process in case B is very different from that in case A. At the beginning of a six-month 
period, the external researchers visited organization B. A questionnaire constructed together with the 
industrial organization, and almost 100 (~”all relevant”) persons answered. 20-minute interviews were 
held with a number of persons in the industrial organization. During the six month project, organization 
B was supposed to change the way it worked by using more of a knowledge management tool. 
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Largely, this did not take place as anticipated, due to organizational changes. After six months, the 
researcher were supposed to returned for data collection: The same questionnaires should be used, 
and in addition, 20 minute per person interviews were to be held. Instead, as the anticipated change 
did not take place, one made a set of new hypotheses grounded in the first survey, and validated 
these from other data. 

The outcome of the research project was less than planned, but the reduced outcome is valuable to a 
smaller subgroup of the full organization. 

3 Analysis 

Though there are many factors that might have led to the relative success case A, and similarly the 
limited success of case B, we here attempt to subjectively pick out what are believed to be key suc-
cess factors.  

First of all, in case B, the research project did have more management support. This is usually consid-
ered a key success factor, but obviously, this is not enough in itself. Secondly, the amount of re-
searcher presence stands out as a key differentiator. In case A, the researcher was present almost 
every week during six months, while in case B, the researcher was much more away, than present at 
the industrial organization. But what was the effect of this? First, the industrial organization had little 
“emotional incentive” to focus on the research project. Secondly, the researchers themselves have 
had little chance to change the direction of the research project, or follow up potentially interesting 
leads. It is possible that the studied organization saw this during the study, and thus also lost interest 
in the research project: The external primus motor may have been seen as not really interested in the 
research project. 

Another key difference is that case A wanted to study how things were, while in case B, one wanted to 
study the results of a change. And this change never took place to the extent anticipated. This sug-
gests that the risk of organizational change in the industrial partner must be balanced in the choice of 
research questions, as well as methodology. 

4 Guidelines 

In this section, we give some guidelines for the industrial partner, based on earlier analysis. The guid-
ance is given in the form of questions that an organizational partner can use while considering the risk 
in engaging in cooperation with an external research partner. 

Strategy fit: In this paper, we have seen how the research resulting from case B in practice will have 
lower value than anticipated, while case A had good value. The following two questions would be 
among the first to ask: 

Q1: Given that the objective of the research is fulfilled, can the expected new knowledge improve the 
industrial organization enough to merit the research cost? 

Q2: If the research objective itself is not enough to merit investment in the research, can other benefits 
motivate the investment? 

Feasibility: In case A, the research reached its initial objective, while in case B, the industrial partner 
did not perform all activities as necessary. This resulted in the researcher adjusting objective of re-
search under way, into something that has much lower value for the industrial partner than initially 
anticipated. 

Q3: If the industrial partner is supposed to do something in the course of the research, is there any 
risk that this will not be performed during the required time interval? 

Q4: If the research project spans some non-trivial time, will there be a driving force with enough pres-
ence in the industrial organization to maintain drive in the research project throughout its duration? 

EuroSPI 2004 − I3-C.11 



Session I3-C: SPI and Risk Management 

Quality of results: In case A, the research method ensured trustworthy results. In particular, various 
kinds of triangulation ensured method robustness. In case B, one was forced to redefine hypotheses 
under way to get any usable results. 

Q5: Does the industrial organization itself have enough research methodology knowledge to evaluate 
the potential trustworthiness of the results? 

Q6: Will results be considered trustworthy? Are the threats to validity acceptable? 

Q7: If research methodology experts are required in the industrial organization, are there such with 
enough time budgeted for the research? 

5 Validation 

To validate the suggested questions, they have been applied on three cases. The validation from 
cases A and B may be of limited value due to self-validation (“X” was learned from cases A&B, if “X” 
works on cases A and B it must be good), but case C is a third case that did not help construct the 
suggested questions. In case C, DNV has been asked to participate in a similar-duration research 
project, where some work processes of ours constitute the research object. 

In below table, we show the tentative effects of applying the questions on the three projects. Note that 
“risk” can be seen as a calculation of probability * impact.  

Table 1 Application of questions to three cases - validation 

Q Case A Case B Case C 

Q1 Yes Yes Yes – but some changes to research questions was 
made because of this question. 

Q2 No (thus a risk 
indicator) 

Yes Yes 

Q3 No risk High risk Medium risk. This has lead to the identification of 
backup solutions prior to engaging in project. Without 
those, DNV might have declined project participation. 

Q4 Yes High risk High risk. This has led to the adjustment of the time 
budget for some key employees. 

Q5 No (thus a risk 
indicator) 

No (thus a risk 
indicator) 

Yes, but because of some time budget adjustments. 

Q6 Yes, yes Yes, Maybe To be seen – thus a risk. Risk is balanced by keeping 
an eye on further not-yet-made research methodology 
choices. 

Q7 No (thus a risk 
indicator) 

No (thus a risk 
indicator) 

Yes, but because of time budget adjustments. 

In the table, it is no surprise that cases A and B show lower and higher total risk levels, as the ques-
tions were derived from these. However, the value of the questions is, at least as a pilot, validated 
when applied to case C. In this case, the table shows how several adjustments made to the setup of 
the research project, both to research questions, and to the industrial organization. It is expected that 
these changes will lead to lower cost of risk, hence higher value for the industrial organization. 

6 Summary 
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This paper has presented a number of questions that can help an industrial organization judge the risk 
in engaging in research with external researchers studying some phenomenon in the industrial organi-
zation. The questions are based on two six-months research projects investigating some work-
processes. The questions suggested are few, and can only be considered as a start in assessing the 
risk in engaging in research with external researchers.  

Our first trial of the questions on a new project resulted in a) Some changes to the research questions 
from the external researchers; and b) Changes to the time budgeted for the research by our selves. It 
should be noted that the changes made in this case is also expected to have value for the external 
researcher. The expected value of the changes is such that these questions will become a part of our 
formal process library for assessing the risks when engaging in research on our own processes with 
external researchers. 
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Software Quality Models: Decisions by 
Indian companies  

 
Brendan Keane & Ita Richardson 

 

Abstract 

 

Many organisations look to improve the quality of software through improving their software 
process. What actually influences organisations to do this? Furthermore given the variety of 
models available, how do organisations decide which software process improvement (SPI) 
model should they choose for their purposes? Models such as the Capability Maturity Model 
(CMM), Capability Maturity Model Integration (CMMI), ISO 15504 Software Process Improve-
ment and Capability determination (SPICE) and ISO 9000:2002 address similar aspects of 
software processes within the organisation. These aspects include: development, mainte-
nance, products, security, services, each with specific focus and coverage. 

 

To investigate the answers to these questions, a case study approach has been taken, 
whereby the authors have conducted research into software development organisations in In-
dia over a 3-month period. The analysis of this research is based on data collected using 
qualitative research methodologies such as interviewing and surveying. This paper presents 
results drawn from this research. 

Keywords 

Software quality models, selection, SPI, CMM, CMMI, ISO, SPICE 
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1 Introduction 

Many organisations look to improve the quality of software through improving their software process 
(Richardson and Varkoi, 2003). Why are organisations choosing to implement software process im-
provement (SPI) models and/or techniques? Why would organisations choose to spend their time and 
money on implementing these models? Increasing global competition and rising customer expecta-
tions make product quality an important strategic priority (Hutt and Speh, 1998). SPI is essentially 
about continually improving the software process in an organisation, the quality of a software product 
is largely determined by the quality of the software development and maintenance processes used to 
build it (Paulk, Weber et al., 1995). Therefore by deciding to improve their processes, organisations 
are hoping this will have the knock on effect of improving the overall quality of their product.  

 

The decision to implement a software quality model should not be taken lightly. A quick fix to a produc-
tion problem, or ”everyone else is doing it“ should not be reason enough to attempt to implement one 
of the many models that currently saturate the market place. West (2004) warns that the race to 
achieve a specific maturity level (the perceived fix) may cause widespread cynicism, which in turn may 
lead to a grass-roots resistance to the process improvement initiative. Management must consider the 
primary business needs and goals of the organisation. They must attempt to discover which quality 
model or even combination of quality models would best suit their organisation. They also need to 
ensure that they have enough knowledge, expertise and committment to follow the implementation 
process to its conclusion. 

 

Once an organisation decides to implement SPI, they face the decision of which model to follow. 
There exists a multitude of quality models, standards and frameworks to choose from in the market 
place. The CMM, CMMI and their variants, developed by the Software Engineering Institute (SEI) from 
Carnegie Mellon University (CMU). The International Organisation for Standardisation (ISO) have 
developed the ISO 9000 series of standards as well as ISO/IEC 15504, which is sometimes referred to 
as Software Process Improvement and Capability dEtermination (SPICE). Other quality initiatives in-
clude: Trillium, ITIL and Bootstrap. 

1.1 Use of Quality Models 

Due to the nature of the CMM those seeking to gain lucrative US DoD contracts have to have 
achieved a specific CMM level within their organization. In these circumstances CMM may not have 
been implemented from a deep desire to improve process, but to satisfy a particular customer de-
mand. However, Paulk (1996) cautions against using quality models for the wrong reasons and warns 
that ”standards and models such as the Software-CMM can help organisations improve their software 
processes, but focusing on achieving maturity level without really improving the underlying process is 
a danger“. West (2004) agrees with this stating ”sometimes, process improvement — or worse, the 
model we are using, i.e., The CMM or CMMI — takes on a life of its own, and we end up doing proc-
ess improvement for its own sake”. Our research is specifically concerned with why people choose to 
implement process improvement models in the first place. 

 

In a special report focusing on the impact and benefits of CMMI, Dennis Goldenson and Diane Gibson 
presented compelling evidence on the noted benefits that quality models such as the CMMI can bring 
to organisations (Goldenson and Gibson, 2003). Such results clearly show the benefit of implementing 
SPI initiatives in the organisations that were surveyed. However, what was not presented in this report 
were examples of implementation attempts failing in organisations for whatever reason. Understanda-
bly companies where process improvement initiatives failed are unwilling to come forward and report 
the hows and whys of their failure. But until such a time as credible data is available to document 
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these failures and why they failed, reports of the benefits and return on investment of implementing 
process improvement initiatives may be passed over by sceptics as picking the best from a bad 
bunch!  

 

In the literature several criticisms of the various quality models were noted, including the impression 
that models are overly bureaucratic, or that while they may describe what it is to be an effective soft-
ware development organisation they do not describe how to achieve this. A justifiable criticism levelled 
at the CMM is, when it comes to assessment, the CMM ignores the investment in technology an or-
ganisation has made (Bollinger and McGowan, 1991). Management in smaller companies had to be 
convinced that models could be tailored and applied on small projects as well (Pierce, 2000), fearing 
that it would be too costly for small companies to implement, even if they wanted to.  

 

The original ISO standards were developed for use within the manufacturing industry. Inspite of ISO 
9000-3 which catered to the software community, software professionals shied away from the ISO 
standards, viewing them as being more hardware oriented than anything else. Richardson (1999) 
agrees with this, saying that the main difficulty experienced when applying ISO 9001 guidelines to 
software development is that the standard was not developed exclusively for software. Though the 
latest version of the standards ISO 9000:2000 address much of the criticisms of the earlier versions,  
there are still some concerns. In a survey of quality professionals by Qualityworld and SGS Yarsley, it 
was found that 33% of respondents were worried that the new standard would not be easy to apply to 
their companies, 29% believed that the standard would benefit from greater use of ’plain English’ and 
18% felt that there was still too much emphasis on document control (Daniel, 2001). 

 

2 Research Methodology 

Two main research questions have to be answered. First, given the concerns and criticisms of the 
various models, what prompts an organisation to change the way they do things and to implement an 
SPI initiative? Second, given the wide range of software quality models in the market, what does an 
organisation need to consider when making the decision on which model to adopt? To investigate the 
answers to these questions the authors conducted research within a software consulting organisation 
and its customers in India over a three month period. This type of research is not aimed at proving or 
disproving some theory, it is simply aimed at finding the answers to the research questions. 

 

A qualitative approach was initially taken whereby small samples of data were collected and analysed. 
Interviews were conducted with software process consultants and with some process improvement 
personel within customer organisations. Interview questions were open ended and semi-structured, 
allowing the interviewee to discuss issues at length while allowing the interviewer to collect as much 
information as possible. Questions focused on gathering information relating to the business concerns 
that prompted change, the criteria used in determining the best suited quality model and the desired 
achievements the management hoped the implementation would bring to the organisation. Once the 
interview stage was completed, interviews were transcribed, coded, analysed and conclusions and 
results were drawn from the information received. 

 

Based on the information obtained from the interviews a questionnaire was developed. The question-
naires were distributed to various software and non-software development organisations in both India 
and the Republic of Ireland. Due to the sensitivity of some of the customer information required, the 
consulting organisation in India undertook to deliver and return the survey information to the authors. 
Results from these were used to support and validate the conclusions drawn from the interviews as 
well as to fill in any gaps in the information that the interviews highlighted. 
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3 Findings 

From our initial meetings with software consultants it was evident that for software development or-
ganisations there is a clear business need to demonstrate mature software processes. This need does 
not arise exclusively from any internal pressure to improve processes or services, but the external 
pressure to stay alive in a competitive market place. These organisations must implement a quality 
model or framework, and more often that not the SPI model chosen is dictated by one of two things – 
either a direct customer requirement or the requirements of the market place. 

 

The research then focused on software development departments within organisations whose main 
business was not software, but have significant IT departments. Interviews were carried out with cus-
tomers who have implemented various SPI models such as those mentioned earlier. The software 
quality consultants who advise such organisations on their software process were also interviewed. 

3.1 What prompts change? 

When the research was carried out with Indian companies, it was evident that the three major factors 
influencing change were:  

• Competitive advantage 

• The bottom line 

• Customer complaints 

 

The need to keep up with competitors and the advantage within the market place to an organisation 
showing that they are, for example, at a given CMM level, is considered important. Prospective cus-
tomers see the ability to demonstrate mature processes reflected by certification or maturity level as 
an influencing factor in selecting to whom they should give their business. The higher a maturity level 
an organisation has, the better chance they have of obtaining a valued customer contract. It was also 
evident that a business goal of breaking into a new market dominated by organisations with specific 
certification or maturity levels was an influencing factor. Organisations stood a better chance of com-
peting if they could at least match up to their competitors’ demonstrated quality processes. A direct 
customer request for the organisation to have a particular model implemented at a specific level was a 
common factor in the decision to implement an SPI model. 

 

Bottom lines – that’s what its all about. Everyone from top level management to quality consultants 
that were spoken to said that the desire to improve the "bottom line“ was seen to be a major influenc-
ing factor in the decision to implement an SPI model. Organisations do not implement a quality model 
just for the sake of it, they do it because they see the benefits to their bottom line. Whether the desired 
bottom line is improved project scheduling, reduction in costs, increase in productivity, higher rate of 
return on investment, all play their part in convincing management of the need to implement an SPI 
initiative.  

 

The third major factor influencing the way an organisation’s processes work, was customer complaints 
or production problems. When either of these has been traced back to the IT division, ultimately lead-
ing to loss of business, SPI was implemented. In an increasingly demanding market place, there is a 
need for the IT division to be leaner, meaner and more agile in order to meet the business demands 
not only of its external customers, but also of its internal customers who rely upon them for product 
support and maintenance.  
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The incentive of improved process performance was not found to be the primary goal of implementing 
SPI strategies. One quality manager said “actual process improvement was not considered relevant 
during the implementation process and the fact that it was noted after implementation was considered 
an added bonus”! 

3.2 Why choose one model over another? 

Organizations must be very careful when considering the daunting number of quality models and 
frameworks, as the field is truly a quagmire in which process improvement efforts can be bogged 
down (Sheard, 1997). In deciding which SPI model to implement top level management must clearly 
understand what it is they want to change and why they want to change it. There must be a clear un-
derstanding of the core business needs and goals of the organisation. Casey and Richardson (2002) 
state that "without a clear understanding of why an improvement initiative is undertaken, it will in most 
circumstances be doomed to failure, given the level of commitment required by all concerned for its 
successful conclusion“.  

 

The main reasons given as to why certain models were considered for selection, but not actually im-
plemented were:  

• There was no tangible benefit for implementing the model  

• Practices were implemented just to satisfy the model and not for business reasons. 

 

Managers need to be convinced of the value of process improvement. Process improvement takes 
time to institutionalise and requires a commitment from management in order to succeed (King, 2002). 
During our research it was evident that for management to be fully committed to any SPI initiative, 
they require clear and tangible benefits (return on investment) that a particular SPI model would bring 
their organisation before deciding whether or not to implement. "When push comes to shove, what 
really matters to management are the numbers“ and the answers to questions such as: will this in-
vestment save us money and what is the projected payback period and return on investment? (Reifer, 
2002).  

 

In choosing a particular quality model over another the organisation needs to ensure that the model 
can fulfil most if not all of the organisation’s primary business goals. “Your objective is not simply to 
satisfy the model’s expectations“ (Wiegers, 1999), but to ensure that your organisation’s expectations 
are satisfied by the model. Our evidence suggests that with this in mind, organisations must ensure 
that there is a clear business reason for each practice or key process area being implemented and 
that practices are not being implemented to satisfy a particular model. 

3.3 What needs to be considered? 

Once an organisation has chosen which model it will implement a number of factors need to be con-
sidered. These include:  

• What change is required? 

• Where and how to start? 

• What is the timeframe and budget? 
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The size of an organisation, the current state of the process and practices as well as how the organi-
sation has been performing over the last number of years affect how easy the implementation process 
would be and how much change is required within the organisation. If the organisation’s existing proc-
ess and practices are in poor shape it goes without saying that they would require a higher level of 
change than an organisation with structured and stable practices. The organisation must be prepared 
to ensure that a high level of change does not result in failed implementation. This necessitates having 
the right people in the right place with enough knowledge and expertise to carry out the SPI initiative. 

 

Organisations must not aim too high too fast as disillusionment may set in. Some of the organisations 
seen during this research have chosen to start off small, implementing improvements on a set of proc-
esses or projects, noting the results and subsequently rolling out the model on an organisation wide 
basis. Weigers (1999) agrees with this approach, advising organisations to "select a small set of ap-
propriate practices that will address your current process shortcomings and move toward your goals. 
Identify a project or two on which to pilot new processes and make adjustments before officially rolling 
them out“. This has the effect of showing both management and staff the benefits of such improve-
ments and keeping them fully focused and committed on continued improvement throughout the or-
ganisation. Process improvement is a continually improving cycle, not a static achievable plateau. 

 

Our investigation within Indian companies, leads to a warning for management. They must set both a 
realistic timeframe for the implementation as well as a realistic budget. The desire to improve must not 
result in situations where process improvements are rushed to meet unrealistic deadlines. As this 
could lead to the people involved doing what they are doing without knowing why they are doing it. 
Management must appreciate that sometimes software process improvement initiatives may be costly, 
but in time if managed correctly they will pay for themselves. It must be determined if external certifica-
tion/ assessment is required, how the organisation would get certified/ assessed and how much this 
would cost. 

 

4 Conclusion 

In this paper we have discussed the reasons that organisations have given for changing the way they 
do things to incorporate a software process improvement initiative. We have looked at what influences 
the selection of one model over another and we have examined the factors that organisations need to 
consider when implementing an SPI. Given the information that has been gathered here, it may be 
possible to help organisations with their model selection process.  

 

What can European organisations learn from this? Many models do exist to choose from, but intelli-
gent choices based on the business needs of the organisation have to be made. We have not seen 
these choices break down by, for example, sector, but rather the choice is driven by a market re-
quirement i.e. a direct customer request for a particular model. Indian companies are prepared to 
change to meet this demand, but are we? Business issues arise here, such as the need for organisa-
tions to be flexible to adapt and cater for any customer need, the ability of customers to shop around 
to get the best deal, and organisation’s dependence on customers.  Indian companies have adapted 
to the new global marketplace and are reaping the rewards.  Do we follow their giant leaps for quality, 
or continue with small steps? 
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for ICT process improvement in SME: 
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Abstract 

This paper relates to an R&D project – called NOEMI1 – aiming to propose to SME’s a collabo-
rative management of their respective information systems in terms of quality, reliability and 
cost. The targeted SME are those without IT dedicated internal staff. 

The model developed in the project focuses on the usual IT activities of the SME’s, which are 
classified in five domains: infrastructure, support, management, security, and documentation. 
The NOEMI model has been successfully experimented with PME partners for validation pur-
pose. 

This paper insists on the experimentation of the NOEMI model. The results are discussed and 
compared with other classical solutions usually encountered within IT practices of SME’s. The 
last part of the paper draws the perspectives opened with the model according to the results of 
its experimentation. 
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IT Service Management, collaborative management, SME, process assessment, process im-
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1 Nouvelle Organisation de la Maitenance et de l’Exploitation Informatiques 
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1 Introduction 

It sounds obvious that SME’s competitiveness is more and more linked to the quality and the reliability 
of their information systems. Nevertheless hiring an IT dedicated staff is often discouraged due to the 
small size of the IT infrastructure of the SME’s. The NOEMI project addresses this critical issue for the 
SME’s and has developed a relevant solution to bridge the gap between the mandatory need of quality 
in IT infrastructure of the SME’s and the dramatic lack of internal skills. The solution is based on the 
creation of clusters of SME’s aiming to increase IT infrastructure volume. The global IT activities within 
the clusters is then manageable in a collaborative way, which can lead to higher quality and reliability 
as larger IT departments would provide.  

This paper reviews briefly the NOEMI collaborative model developed by the Centre Henri Tudor, its 
validation by a case study, its positioning regarding alternative solutions and at last, as conclusion and 
perspective, the transfer of the research results to the market. 

2 The NOEMI model  

The NOEMI model relies on partners, gathered in clusters. A common dedicated operational team 
performs their IT activities and is managed on a regular 
basis by an IT Coordination Committee (the CCI). 

Figure 1 illustrates the organisational frame of the 
model. 

This chapter explains the references used to create the 
model, the openness of the cluster and its manage-
ment. 

2.1 The baseline and the refer-
ences 

The NOEMI model is built on 5 areas: 

1. Management, 

2. Service Support, 

3. Infrastructure, 

4. Security, 

5. Documentation. 

These five areas include 20 processes tailored for use a SME
activities are defined, performed by the operational team and c

Development has been partially inspired by ISO/IEC TR 15504

2.2 Constitution of SME’s clusters 

The NOEMI model allows the increase or decrease of the num
a new SME joins the cluster, a capability profile of each are
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ber of SME partners in a cluster. Before 
a is defined according to a specific as-
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sessment method developed in the NOEMI project [7]. 

The NOEMI assessment method is directly inspired by ISO/IEC TR 15504 [2]. 

This assessment analyses in depth the weaknesses and the strengths of the 20 processes defined in 
the model and defines a capability profile of the 5 domains. A list of pragmatic improvement actions to 
take according to urgency and impact is proposed. 

The results of the assessment are used as a reference for the IT operational team for the first steps 
when the new SME is entering the cluster. 

2.3 Evolution of the IT Infrastructure 

Following the recommendations, a lot of 
changes and manpower are required to 
implement the most urgent and important 
activities. This phase, called “Up To Date 
Phase” will take from 6 to 9 months. 

The stabilization phase will then start.  

It is to notice that, in this phase, the number of 
incidents will decrease in opposition with the 
number of requests, which will get higher. 

Figure 2 illustrates the main phases in the 
model implementation. 

2.4 Management of the SME 
Clusters 

After assessment and depending on the improvement ac
team will handle all activities and the 20 defined processe
agement, change management and configuration manage
esses in SME’s [8]. 

The operational team provides manpower for the activitie
each area. The size of the team is linked to the global IT in
technical staff and project leader. Team members are qu
autonomously, and have strong relationship skills. 

The operational team is managed the CCI where a repre
The main objectives of this committee is to ensure: 

• the coherence between the cluster and the own object

• the convergence of IT improvements, 

• the evaluation of preventive and corrective actions. 

The committee bases its management action on a balance
satisfaction, activity efficiency, and people skills [9]. 

Moreover, the capability profile of each SME is followed 
viewed on a regular basis (6-12 months). 
Figure 2: Implementation phases 
of the NOEMI model 
tions agreed with the SME, the operational 
s. A particular focus is put on incident man-
ment  assumed as the most critical IT proc-

s needed to improve the capability level of 
frastructure of the cluster and includes both 
alified (IT or project management), can act 

sentative manager from each SME stands. 

ives and strategy of each SME, 

d set of indicators within financial, partner’s 

up on the basis of the assessment and re-
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3 Case study and validation 

The model NOEMI, as shortly described above, has been validated through a case study. This chapter 
focuses on this experimental validation according to three perspectives: economic health of the ex-
perimental cluster, its management and the satisfaction of the SME’s of the cluster. 

3.1 Economic health of the cluster 

The financial management of the IT activities within the cluster is based on the balance between the 
costs and the charges. The total cost is the sum of the IT staff charges, travel costs of the IT staff, 
training, equipments (laptop, mobiles, etc.), and miscellaneous charges (phone call, Internet access, 
etc.) 

In the case study, no benefit is down because the cluster is the ownership of the SME. 

This total cost is transparently financed by each SME of the cluster and is apportioned to their IT infra-
structure, according to an empirical calculation. Each server has a 10 points value, each PCs has a 1 
point value on which 20 points are added to enter the project. The point represents a certain financial 
value. With this simple and clear calculation, the SME’s know exactly how much their IT service will 
cost on a monthly basis and on an annual basis. Here under, the main advantages related to the eco-
nomic health of the cluster: 

• budgeting becomes very easy, 
• hardware and software investment gets also easier as the inventory helps efficiently in making 

the decision, 
• the workload related to IT activities has been reduced for the staff of the SME’s, they can fo-

cuses more efficiently on their business, 
• business productivity of the SME’s increases according to the better resolution of end-user in-

cidents, 
• some of the SME’s of the cluster invest more in the IT activities than before. 

3.2 Management of the cluster 

All SME partners meet together – through the CCI – with the project team, on a monthly basis, to dis-
cuss the results of the past month, projects in the coming weeks and months. This monthly meeting is 
a core activity in the project. This tight relation, the confidentiality of the activities and the complete 
visibility on the cost (who is paying what) is a very strong point in the success of the project. 

A tool is used to follow the incidents during their whole life cycle. Changes are tracked as well as as-
sets; reports on the activities are available on-line. The planning is also published so any one knows 
where operates the IT team. This openness positively drives the trust among the partners. 

On the same area, for all the software’s, email system and configurations, it is tended to use common 
procedures in order not to reinvent the wheel with new products, therefore, to avoid new incidents and 
new problems or bugs to handle. 

On another hand, after sharing IT skills, sharing IT equipments has been mentioned. The issue is that 
SME are not ready to have data out of their offices due to a fear of stolen or misused data. Evermore 
the price of the leased lines is still very expensive and the SME’s of the cluster can’t afford such an 
extra cost. 

3.3 Satisfaction evaluation 

A satisfaction survey is performed monthly (during the CCI) and a close relation is kept with the 
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SME’s. 

Monthly, 40 questions about the quality of the intervention, the speed, the feedback, the overall satis-
faction from the users, the feeling from the IT contact in the company, the effectiveness and efficiency 
in interventions are asked to the partners. 

Activities are quoted “Not”, “Partially”, “Largely” and “Fully” performed. The results from the survey on 
the 9 past months give an average for each 14 questions between “Largely” and “Fully”. This overall 
satisfaction is very good indicator for driving the experimentation. This indicator has a direct impact on 
the number of SME’s in the cluster.  

4 NOEMI positioning among other solutions 

The positioning of the NOEMI model regarding different way of IT exploitation on the market is made 
by a SWOR analysis. 

This analysis is based on experience returns within 68 SME’s contacted through different projects 
managed by the Centre Henri Tudor. 

 

Solution Strengths Weaknesses Opportunities Risks 

Sourcing of the IT 
activities of a SME’s 
cluster to a common IT 
team, with a collabora-
tive management 

(NOEMI model) 

Cost directly bound 
with the IT staff 
charges and under 
control. 

Priorities are man-
aged regarding 
business needs. 

Focus on results. 

No direct depend-
ency of IT service 
providers. 

Issue on being 
always up to date 
with the new tech-
nologies. 

Tooling is mandatory 
and is an extra cost. 

 
Other enterprises 
resources can be 
shared regarding 
new business activi-
ties (manpower, 
tools, equipment 
sharing) 

Overload: time spent 
by the IT staff can’t 
exceed the time 
allowed for each 
partner 

Overcost: time effec-
tively needed for IT 
activities is under the 
available manpower 

Sharing of a common 
IT staff in an organisa-
tional structure owned 
by a group of SME 
(time sharing) 

(Synergie project2) 

Cost directly bound 
with the IT staff 
charges and under 
control. 

No direct depend-
ency of IT service 
providers. 

Issue on being 
always up to date 
with the new tech-
nologies. 

Medium quality of 
the service. 

Tooling is mandatory 
and can get very 
expensive (mainte-
nance fees, evolu-
tion, hardware..). 

Focus on means, 
not on results. 

Other enterprises 
resources can be 
shared regarding 
new business activi-
ties (manpower, 
tools, equipment 
sharing) 

Overload: time spent 
by the IT staff can’t 
exceed the time 
allowed for each 
partner 

Overcost: time effec-
tively needed for IT 
activities is under the 
available manpower. 

Buying a pool of hours 
from an external IT 
service supplier 

Cost limited and 
controlled 

Strong dependen-
cies with the IT 
company. 

SME’s generally wait 
the last minute to 
call and it is often 
too late or the con-

 IT company not paid 
regarding the quality 
of its intervention but 
accordingly to the 
time spend to solve 
the problem. 

                                                      
2 “Synergie“ is a project of the CRP Henri Tudor which has lead to a time-sharing of an IT person 
within three companies in order to improve efficiency, cost control of their IT infrastructure and mana-
gement. 
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sequences are 
worse! 

No focus on result, 
only on means. 

Contracting with an 
external IT service 
supplier 

 

Cost limited for pre-
defined activities. 

Strong dependen-
cies with the IT 
company. 

SLA are mandatory 
in order to follow the 
efficiency – Penal-
ties should be added 
if the service is a 
core business one. 

 Irreversibility of the 
dependency of the 
supplier. 

Overcost: time effec-
tively needed for IT 
activities is under the 
available manpower. 

Lost of IT control 

Hiring a part-time IT 
dedicated person 

Cost directly bound 
with the IT staff 
charges and under 
control. 

No direct depend-
ency of IT service 
providers. 

Issue on being 
always up to date 
with the new tech-
nologies. 

Lack of employee 
stability. 

Quality bound with 
the IT person com-
petences. 

No focus on result, 
only on means. 

 Conflicts between the 
different employers of 
the IT person. 

Important problem 
occurs while staff isn’t 
present in the com-
pany. 

One-person depend-
ency. 

Hiring a full-time IT 
dedicated person 

Cost directly bound 
with the IT staff 
charges and under 
control. 

No direct depend-
ency of IT service 
providers. 

Issue on being 
always up to date 
with the new tech-
nologies. 

The staff is not 
enough exploited. 

Most of the SME’s 
can’t afford such a 
full time IT people. 

Overcost: time 
effectively needed 
for IT activities is 
under the available 
manpower. 

Possibility to de-
velop new business 
activities based on 
IT innovation. 

Job not enough 
attracting for It staff. 

One-person depend-
ency. 

Overcost: time effec-
tively needed for IT 
activities is under the 
available manpower 

Hiring an IT dedicated 
person for IT manage-
ment and for an other 
activity 

Cost directly bound 
with the IT staff 
charges and under 
control. 

No IT company 
involved, no de-
pendency 

 

Issue on being 
always up to date 
with the new tech-
nologies. 

Quality depending 
on the time assigned 
to the different activi-
ties 

No focus on result, 
only on means. 

 Depending of the 
staff, doing two differ-
ent jobs can be inter-
esting or difficult to 
manage. 

One-person depend-
ency. 

 
The more significant differences between the NOEMI model and the other solutions rely on: 

• the financial aspects, 
• the openness of the activity performance, 
• the focus on results. 

 
The sourcing approach and the defined financial rules of the NOEMI model links the objectives and 
the motivation of the clients (the SME’s) and the supplier (the operational team), whereas other solu-
tions propose a time-based charging. 
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5 Status on the development and perspectives 

The NOEMI project leads nowadays to an 8 partners cluster. 

The project under the cover of the Centre Henri Tudor reaches its end and is ready to be transferred 
to the market. The model has been estimated as a success by the SME’s participating in the project; 
they have decided to go on with the initiative. So, it is time for the SME cluster to choose their way for 
the future of their IT-sourcing service. 

Many solutions are possible amongst which the transfer to an IT service company, the creation of a 
dedicated common company, the creation of a spin-off, employment of the IT staff with a back charg-
ing. 

A call for tender aiming to take over the “NOEMI cluster #1” operational activities is being written and 
not less than 12 large or medium IT companies have shown their interest to be involved in the mailing 
for the call for tender. 

The success of the model will be directly related to its appropriation by the market. Some indicators to 
measure it could be: 

• the number of partners still working together in the horizon 2006, 
• the number of new clusters created through IT companies or through a GIE (Economic group-

ing from the companies), 
• the number of IT companies interested in the NOEMI label we work on (model requirements to 

respect…) and the annual renewing of the label, 
• the satisfaction survey performed regularly in the clusters, 
• the number of amendments to the model. 
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Practical Experience of Virtual Team 
Software Development  

 
Valentine Casey & Ita Richardson 

 

Abstract 
 
Given the current popularity of Global Software Development (GSD) increasing numbers of organisa-
tions are taking the opportunity offered to set up virtual software teams.  This approach allows compa-
nies to partner experienced engineers located in high cost economic areas with less experienced team 
members based in low cost centres allowing both locations to be leveraged to their best advantage.  A 
number of different approaches are currently being undertaken. Some organisations have set up sub-
sidiaries in low cost economies and are developing virtual teams in this environment. Others are part-
nering with third party outsourcing organisations.  
 
The focus of this research is an Irish based company partnered with an organisation located in the US 
to develop and maintain bespoke financial software.  A number of virtual teams were established, 
each team had members based in the US and Ireland. Given the locations involved it was initially be-
lieved that the organisations were culturally near shore. While that proved correct to a point, it soon 
became clear that communication, motivation and cultural differences existed and needed to be ad-
dressed. It was also realised that a new approach to process development and improvement had to be 
undertaken to ensure the successful development and operation of these virtual teams. Both organisa-
tions had good single site development and maintenance processes, but they proved inadequate for a 
multi-site GSD environment and needed to be extensively reengineered. 
 
Initially mistakes were made and areas of conflict arose. Rather than view these events as negative, 
each was leveraged to insure that the process was improved to address and minimise any reoccur-
rence.  As a result over a four-year period a very successful common virtual team development proc-
ess evolved between both organisations.  This paper outlines some of the key problem areas encoun-
tered and offers practical advice and experience on how they were successfully addressed. Given the 
importance of GSD to the software industry this experience should be of value to anyone interested in 
outsourcing and virtual team software development and maintenance.  

Keywords 

Global Software Development, GSD, Virtual Teams, Process Improvement, Process Re-
engineering, Communication, Motivation, Culture, Outsourcing   

1 Introduction  
Organisations are gaining competitive advantage from globalization due to labour arbitrage, which 
allows reduced costs; this facilitates competitive pricing which helps organisations to increase market 
share. The move to globalize software development has also been facilitated by the availability, in 
large numbers, of well educated and technically competent software engineers in low cost centres [1].   
Given the economic benefits offered, the current trend to globalize software development continues to 
expand [2]. This paper outlines some of the experience gained while establishing and operating virtual 
software development and maintenance teams by an Irish based company, Software Future Tech-
nologies partnered with a large US financial organisation Stock Exchange Trading Inc. (both pseudo-
nyms). Stock Exchange Trading Inc. had an on going requirement for the development and mainte-
nance of bespoke financial software.  Initially all development and maintenance activities were carried 
out in-house. As a result of continued expansion Stock Exchange Trading Inc. had an increasing de-
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mand for software development and maintenance, but their in-house IT strategy was becoming too 
expensive.  The solution was to find an efficient alternative, which would leverage the experience of 
their existing IT department while maintaining the level of quality and support required at a cost effec-
tive price. 
 
Initially a number of near shore outsourcing options were considered, but were rejected due to cost. 
Stock Exchange Trading Inc. had previously successfully outsourced their Y2K legacy code renova-
tion to an Irish based company Software Future Technologies. The possibility of expanding this rela-
tionship was identified and explored.  After extensive negotiations a four-year contract was agreed. 
The terms outlined that Stock Exchange Trading Inc. would partner with the Irish based Software Fu-
ture Technologies and establish virtual teams to undertake the development and maintenance of all its 
software applications.  
 
The rationale for adopting this approach included: 

• Proven track record of co-operation between the organisations 

• Availability in Ireland of highly educated and technically competent staff  

• Low salary levels in Ireland compared to the US.  

Furthermore development and maintenance time could be decreased, more extensive out of hours 
support provided and the use of hardware maximised by leveraging time zone differences. 

 
The Irish based Software Future Technologies, while being owned by a US multinational operated as 
an independent profit centre and was wholly Irish managed. In GSD terms Ireland, while being geo-
graphically off shore, was considered near shore, because of language and cultural similarities to the 
US [3].  Given the continued success of the Y2K collaboration and the near shore status attributed to 
Ireland, the transition effort required for the establishment of virtual team software development and 
maintenance was under-estimated. In fact the management of both organisations considered it a 
straightforward task.   
 
At the time the activities outlined in this paper were taking place neither organisation had knowledge of 
any research or published literature in the GSD field. The only experience Stock Exchange Trading 
Inc. had in this area was outsourcing their Y2K work. Software Future Technologies experience of 
being outsourced to was confined to the successful renovation of ten US based clients Y2K code. This 
experience, while relevant was limited and it proved inadequate for the development and effective 
operation of virtual teams.  As a result both organisations had to embark on a steep learning curve, 
which required the re-evaluation and modification of how they both operated. 

2 Establishing Virtual Teams  
Initially a common sense approach was employed by both organisations based on their limited experi-
ence of outsourcing. A team structure was agreed and four separate cross-site teams were estab-
lished. Each team consisted of twenty cross-site members; tasks were shared among team members 
regardless of location.  The teams normally operated as separate units and each took responsibility for 
different development and maintenance projects. It was decided that a US based team leader and 
project manager would manage each team.  
 
The need for an effective configuration management system was realised [4]. As a result one of the 
first activities undertaken was the identification and selection of an effective configuration manage-
ment tool and a documented operating procedure was developed for its implementation. 
 
Forty staff were selected from the existing IT personnel at each location based on their technical ability 
and levels of experience.  Stock Exchange Trading Inc. had a well-defined and documented process 
and it was agreed that this would provide the basis for the virtual teams operation. Initially very little 
modification was made to the process to facilitate a virtual working environment.   An extranet [5] was 
established to facilitate remote access to process documentation.  Conference calls and e-mail were 
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selected as the main methods of communication. It was also agreed that direct telephone calls would 
take place with and between team members when required.   
 
The Irish team members were accustomed to operating with a well-defined process and an initial task 
was to familiarize themselves with the US organisation’s process and documentation. To this end a 
basic orientation course was developed and undertaken by the Irish team members. The focus of this 
course was process centric and ignored such issues as cross-site cultural differences and possible 
communication problems. The US based team members were not offered any virtual team orientation 
or training. 
 
Once basic orientation had taken place there was an unexpected demand, which required seventy 
percent of the Irish team members to spend six to twelve months working onsite in the US organisa-
tion. This was an unplanned emergency strategy and arose due to the need for Stock Exchange Trad-
ing Inc. to develop complicated bespoke software within a short timeframe following the winning of a 
large contract. When this arose the virtual teams were just being set up and the infrastructure for their 
operation was not yet in place.  Moving as many Irish team members as possible to work on site with 
their US based team members on a temporary basis was the only solution in these circumstances.  
 
This proved to be a good opportunity in a number of ways.  It enabled seventy percent of the Irish 
team members first hand experience of following Stock Exchange Trading Inc. development and main-
tenance process. More importantly it allowed them to meet and develop working relationships with 
their US based Project Manager, Team Leader and fellow team members. This was initially successful 
and it provided a good base on which to build [4].  However it did not prevent the breakdown of those 
relationships when the full impact of GSD related factors were encountered. 
 
Research has shown that it is difficult to integrate separate groups into one coherent team when they 
are remotely located [6].  The need for the development of trust in a GSD environment and particularly 
with virtual teams is paramount [7].  This is best achieved by face-to-face contact and interaction be-
tween as many team members as possible. The goal is the development of what has been described 
as “teamness” [4], which is defined as the ability of people to work together as a team. Effective team 
relationships are based on the development of trust and respect [8], which are very difficult to estab-
lish and maintain when team members and management are located on opposite sides of the Atlantic.   
 
Given the near shore cultural status ascribed to Ireland [3] it was interesting to see just how differently  
both  groups worked in a one to one development environment.  There were clear cultural differences 
between the US and Irish team members.  This was reflected in their behaviour, the way work was 
carried out and their attitude to authority and process.  These differences became apparent to both 
groups and did not result in any problems being encountered while they were co-located.  The experi-
ence was beneficial to a point as it allowed them develop a limited understanding and appreciation of 
each others culture and first hand experience of how the other group worked [9]. While both groups 
worked very effectively when they were co-located the experience postponed rather then prevented 
future problems.  

3 Virtual Teams in Operation Lessons Learned 

Once the urgent projects were complete the Irish team members returned home. Meanwhile the infra-
structure had been put in place and the team members who remained in Ireland had successfully pro-
vided support to their Irish and US colleagues. Now the full virtual teams were established and work 
commenced. Initially everything seemed to be going well, but soon problems started to arise. 
 
Research in the area has identified distance as being a major factor impacting GSD [9]. Distance in-
troduces complexity which arises due to its impact on communication and co-ordination [10]. These 
factors are further compounded by culture [11], which all negatively impact on co-operation,  motiva-
tion and trust [12].  Our experience would concur with these findings and within a short period of time 
their impact and effects were obvious.  After what could be describe as a  “honeymoon period“ where 
people in both locations endeavoured to work as single teams, working relationship started to break 
down. This directly impacted productivity and resulted in increased  project time and costs. This threa-
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threatened the partnership between Software Future Technologies and Stock Exchange Trading Inc.  
and urgent action had to be taken.   
 
Following an extensive investigation it became clear people who worked together very successfully 
while co-located were now actively obstructing and blaming each other for all the problems that arose 
during projects. It was obvious that team members were now aligned by geographical location  and 
there was a  very  clear “we verses they“ culture [8]. This was a totally unexpected outcome given the 
level of harmony achieved in the earlier co-site projects. Questions had to be asked - how had this 
happened? how could it be addressed? how could it be stopped from reoccurring? 

3.1 Communication Issues 

The misuse of e-mail was identified as a major contributing factor to the conflict, alienation, mistrust 
and lack of co-operation between locations.  While e-mail was used to communicate, it was also being 
used as a weapon to publicly attack fellow team members.  The practice of copying senior manage-
ment on minor problems, which were caused by team members at the other location, was widespread. 
Both groups were equally guilty of employing this tactic. This activity had the desired effect of high-
lighting the problem, but it alienated the individual it was directed toward. It also had a negative impact 
on fellow team members at that location, who saw it as an attack on the group as a whole. This situa-
tion was further compounded by management reacting to these e-mails and getting involved with mi-
nor issues that the relevant team leader should have addressed. It was noted that management in 
their response normally took the side of individuals where they were located. This further alienated 
and added to the mistrust felt by people at the other site. It was clear that the “we verses they“ culture 
[8] was not restricted to team members and was prevalent between some levels of management as 
well.  
 
This issue had to be addressed and a documented e-mail procedure was the solution. Clear guide-
lines were agreed stating when, how and to whom problems should be highlighted.   This procedure 
was clearly outlined to team members at both locations.  All minor issues were to be raised directly 
with the team leader and only with those directly involved. If and when it was necessary it was the 
responsibility of the team leader to inform the relevant project manager of issues that could not be 
addressed within the team. If the project manager was unable to resolve the matter it was their re-
sponsibility to raise the issue with senior management at both locations who would formulate a joint 
response. Interestingly, following the change in procedure very few minor issues were raised with the 
project managers and none, had to go to senior management for resolution.  
 
Having addressed the immediate manifestation of the problem it was important to determine why it 
had arisen. It was realised that a number of factors were involved. Distance and the lack of the oppor-
tunity for informal communication played a part.  A five-hour time zone difference between sites meant 
the opportunity for direct contact was limited to three hours a day. No informal method of communica-
tion was available.  At the time instant messaging was not seen as a business tool.   
 
Further communication problems were also identified between sites.  Both locations spoke different 
dialects of English. The English spoken in Ireland is based on the British dialect, which is in a number 
of areas different to that used in North America.  This is reflected in the difference of spelling and in 
the use and meaning of words. One of the more serious problems encountered was when code written 
by a US based team member was peer reviewed in Ireland.  The Irish reviewer commented in re-
sponse that everything was fine and all the “full stops” were in the correct positions.  On receipt of this 
review an irate response was received which stated “my code does not full stop!!” It took numerous e-
mails and a telephone call to explain that what in Irish/British English is called a “full stop” in the North 
American dialect is referred to as a “period”.  This highlighted the need for training for both groups on 
their use of English. As a result it was also stressed that thought should be given to all methods of 
communication to insure clarity and limit ambiguity.  Local accent was also identified as a problem in 
telephone and conference calls. The need for people to speak slowly and clearly was stressed. If 
someone was unsure of what had been said they were encouraged to ask to have the statement re-
peated.  This approach proved very successful. 
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3.2 Cultural Issues  

Surprisingly, given their previous experience of working together cultural differences came into play.  
While the Irish and US culture appeared similar [3], distance highlighted their dissimilarity.  The Irish 
attitude to authority and respect required that it must be earned rather then imposed. This manifested 
itself in the Irish tendency toward frankness, to question procedures, use of humour and work ethic. 
These attitudes were construed by the US staff as confrontational.  The US based team members 
belief in their technical superiority, their view that the Irish team members were working for them, not 
with them and their sole ownership of the process were seen as naïve and arrogant by the Irish staff. 
These conflicting perceptions added to the mistrust and alienation felt by both groups and needed to 
be addressed. 

3.3 Process Reengineering  

The process while effective for single site development and maintenance proved inadequate for a 
virtual team environment.  It was seen, as being imposed and the sole property of the staff of Stock 
Exchange Trading Inc.  Team members based in Software Future Technologies while having relevant 
suggestions for process improvement were not consulted and any suggestions they made were ig-
nored.  This added to the alienation being experienced by the Irish staff. To address the process is-
sues, the need for establishing common goals, objectives and rewards were identified. The process 
had to be totally reengineered to incorporate these issues. A common vocabulary with clear definitions 
of artefacts, deliverables and milestones was jointly formulated. These were incorporated into the de-
velopment of a shared and agreed process, which specifically addressed the needs of the virtual envi-
ronment in which it operated.  The input of staff at both locations was encouraged and valued. 
 

3.4 Major Contributing Factor Identified 

These measures helped to facilitate team co-operation, built trust and relationships. While these ad-
dressed some of the problems experienced they did not fully explain the underlying cause.  How had 
teams that worked effectively when they were co-located, deteriorated into opposing groups?  This 
question needed to be answered to ensure that similar problems did not arise again. After extensive 
interviews motivation was identified as a major contributing factor.  While the majority of the teams 
were co-located in the US the American team members did not comprehend the full implications of the 
virtual team strategy.  Once the virtual teams were established the full impact on their day-to-day 
work, promotion and future employment prospects became clear. Management reinforced these nega-
tive aspects by utilising the strategy to justify maintaining salaries at there current levels. They also 
stressed the additional cost of US based staff and the need for them to be value adding to justify the 
extra expense. The effect was unmotivated people who directed their hostility toward their fellow team 
members in Ireland who they saw as a threat to their careers. This manifested itself in a lack of co-
operation, alienation and on occasions out right obstruction when the opportunity arose. This was met 
with a similar negative reaction from the Irish side, who felt that if this was how the Americans worked 
it would be more effective to move the whole operation to Ireland.  These attitudes were identified as a 
major contributing factor to the problems experienced and were compounded by the other issues out-
lined in this paper.  
 
Once it was realised, the only effective strategy available was to make it clear to staff at both loca-
tions, if utilising virtual teams was not an option the only feasible economic alternative was outsourcing 
the whole operation to the Far East. The options had to be made clear, work as a team regardless of 
location, or find new positions elsewhere.  This was a drastic approach, but the seriousness of the 
situation warranted it and there was no alternative if the virtual team strategy was to continue. This, 
along with the other measures outlined, helped to establish a productive working relationship between 
sites and facilitated the completion of projects on time and within budget for the lifetime of the contract. 
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4 Further Research 
 
On completion, the four-year contract between Stock Exchange Trading Inc. and Software Future 
Technologies was not renewed.  It was agreed by both parties that the virtual teams had operated 
successfully, but in the renegotiations cost proved to be the deciding factor.  The Irish Punt to Dollar 
rate had substantially increased making Ireland a less attractive location.  The availability of more cost 
effective operations in the Far East meant that Software Future Technologies could not compete on 
price and the contract was lost.  It is interesting to note that Stock Exchange Trading Inc. has contin-
ued to successfully utilise the virtual team strategy with its new outsourcing partners.  Software Future 
Technologies was unable to attract similar type business due to cost and after a period closed.  
  
Following the closure of Software Future Technologies one of the authors undertook full time PhD 
research in the area of GSD at the University of Limerick. During the literature review undertaken as 
part of this effort it was discovered that the experienced gained in Software Future Technologies is 
mirrored in the current published literature in the GSD field. This experience has been analysed and it 
has formed the basis for further research [13].  Both authors have focused on investigating the estab-
lishment and operation of virtual teams in the Far East, Europe and the US.  The authors agree with 
the view that distance introduces complexity as a result of the impact it has on communication and co-
ordination.  They also have identified a number of additional and related variables that need to be 
addressed to facilitate successful virtual team establishment and operation.  This has led to the devel-
opment of a framework, which outlines these key variables and a proposed methodology to effectively 
address and leverage these variables to facilitate successful virtual team development and operation. 
The research associated with this work is still currently underway. 
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Abstract 

Process guides are meant to give a more intuitive and easy to understand description of the 
processes taking place in a company, than traditional procedures and standards descriptions. 
Combined with the acceptance of process oriented quality systems it has become increasingly 
popular to add an electronic front-end to the process guide, turning the process guide into an 
electronic process guide. 

As a part of developing a process guide tool, we wanted to rethink all our vital processes by 
transferring our existing handbooks, standards, and procedures into a new process oriented 
quality assurance system. A driving philosophy has been to anchor the processes to the 
organisation by involving the target users of the processes.  

After introducing the tool into operational use, a strategy of rapid response to user feedback 
was implemented, expanding the functionality of the tool as fast as possible. The rationale  
behind this was to keep up the positive attitude amongst the users by allowing them to have 
real influence on the tool. 

The presentation will describe our experiences and how we came to realise the need for  
further expansion of the process guide. A central part of this is the question of keeping up the 
interest for the guide.  

Our “project web” is now well on its way to becoming an integrated workbench for not only pro-
ject managers but for the whole project team. It is the central project planning tool and it has 
become the central tool for experience collection, status reporting as well as generation of sta-
tistics.  

Keywords 

Process Guide, Process Improvement, Project Web, project management, project planning, 
project status, organisational implementation, development, tools. 
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1 Background 

1.1 The company 

Kongsberg Spacetec AS of Norway is one of the leading producers of receiving stations for data from 
meteorological and Earth observation satellites (optical and SAR). Since Kongsberg Spacetec was 
founded in 1984 its products, including the MEOS™ (Multi-mission Earth Observation System), has 
been delivered to a number of clients around the world. Our export share is currently 85%. 

Our speciality is operational systems for remote sensing, and associated services. Kongsberg 
Spacetec has expertise in electronics-, software development and applications. Currently Kongsberg 
Spacetec has 62 employees, 80 % of the staff have master degree in physics or computer science. 

1.2 From engineering to product development 

From the start in 1984 the main tasks of the company was engineering trough customer specific pro-
jects. More specifically the main customer was ESA. The methodology and the processes was in-
structed and supervised by the customer. Kongsberg Spacetec adapted and followed the ESA PSS-05 
engineering standards for all projects even when the customer did not have any requirements. 

During the 1990s the market situation changed for Kongsberg Spacetec. A new kind of customers 
became increasingly important. The new kind of customer was not interested in how the product was 
developed or how we performed quality assurance. Instead of providing detailed requirements specifi-
cations they expected off-the-shelf products that could be delivered on a short notice. These custom-
ers were not interested in buying a unique product, on the contrary they preferred products that had a 
history and a widespread use. In return for lack of uniqueness the customer demanded a much lower 
price, it became impossible to demand enough for a product to cover the complete development costs. 

The obvious consequence for the company was that it became necessary to develop generic products 
through internally financed and managed projects. 

1.3 The need for process improvement 

Having launched R&D programs to develop the generic modules needed in order to meet the require-
ments of the market, we found that using the old engineering standards was neither easy nor ideal. 
Our methodology was focused on having one strong customer, and was suited for large projects. The 
R&D projects had many customers, with different requirements and were relative small. Typically a 
R&D project can be to develop only a small part of a system or even to improve an existing module. 

Kongsberg Spacetec soon developed a “lightweight” system engineering standard and methodology. 
Initially our internal standard was an extract of the more complete ESA PSS-05 standard. At the time 
this standard was very much the traditional “waterfall approach”. 

In order to further strengthen our quality assurance focus we became ISO-9001 certified in 1998. 

During the late 90’s and into the new century, the trend on lower prices and faster delivery combined 
with more customers continued. Our paper based, document heavy and highly manual quality system 
came under increasing pressure. It became impossible to follow the standards and even more impos-
sible to do effective QA on all projects. 

The need for improvements became obvious. In fact what we needed was a revolution. 
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As we all know the new ISO-9001:2000 standard demands a process oriented quality system. With 
the requirement that a process oriented system had to be implemented before December 2003 in 
mind, Kongsberg Spacetec started a program to define a whole new system for the entire company. 

1.4 Getting started 

Being part of the Norwegian SPIKE project, we were lucky to have a whole community of companies 
and research organisations available for getting new ideas. 

The first that came obvious was the need for defining what processes were important in the company. 
Mapping processes and documenting them seemed relative straightforward – with a little help from our 
friends [1]. The next problem was how to publish the processes. It seemed obvious that creating a 
new set of paper tigers, so that all employees could leave them to dust in their shelves, was a hope-
less idea. 

It early became clear the standards and processes had to be electronically published and maintained. 
However this was not new. Documents on the Intranet are only marginally better than documents on 
the shelves. Along came the idea of a graphical interactive electronic process description tool, with 
boxes showing the processes, and flows showing the interaction between them. 

In the mean time a company part of the SPIKE project, Firm, had came up with a more advanced tool 
for documenting the processes [3]. The genius with this tool was that it tailored the process to each 
project and integrated templates and all other information needed by the project into the project guide. 

It is said that seeing is believing, after seeing the Firm solution Kongsberg Spacetec immediately de-
cided that we had to do something similar. 

2 Developing the project web 

2.1 Setting up the Requirements 

Having decided the form of our new electronic process guide, we started off setting up the most impor-
tant requirements for all the different stakeholders. Some of the initial key requirements and stake-
holders identified were: 

Management and QA 

• The tool shall present an overview of all the running projects in one page. 

• The tool shall show key status for each process on one line in the form of text and symbols. 

• Status shall be immediately accessible and understandable and up-to-date at all times. 

• Each project shall have an associated front-page documenting key project data at the project 
blastoff (kick off). 

• Each project shall have an associated end-page documenting key project data and statistics at the 
time of project termination. 

Project managers 

• A project summary page per project shall provide access to all processes applicable for the  
specific project. 

• Each process shall have a checklist through which the project can track progress. 

EuroSPI 2004 − I3-D.19 



Session I3-D: SPI and Systems 

• The checklists shall be possible to adapt to the project by removing checkpoints that are not appli-
cable, by adding additional checkpoints and by defining multiple iterations of a process. 

• The status of each process (progress) shall be presented visually and a milestone on phase com-
pletion shall be possible to define. 

• The project main page shall provide direct access to vital project management tools, documents 
and information. At least: 

o Project action tracking. 

o Project work packet planning. 

o Risk analysis and management tool. 

o Accounting data. 

o Monthly status reporting. 

Developers 

• The processes must reflect the „best practices“ currently used within the company. 

• The processes shall be consistent with modern methodology and compliant with Unified Process 
and Component Based Development. 

• The guide shall give access to additional documentation such as procedures and instructions via 
links in the processes. 

• The guide shall integrate important tools for development, at least: 

o Requirements definition. 

o Use-case description. 

• Each project shall have assigned a copy of development documentation templates. 

These initial requirements were defined by the QA department, based upon separate meetings with 
the different stakeholders as well as own research. 

2.2 Development 

Our strategy for development was divided in two: 

2.2.1 Documenting the processes 

Consulting with our research partners in SPIKE we decided that instead of adapting a ready made 
third party processes we wanted to develop our own processes using best practices within the com-
pany [1, 2].  

The methodology we chose was to arrange a set of workshops, summoning key personnel within the 
company with extensive experience on the relevant processes. We set out a plan targeting the most 
important processes first. The priority processes were identified as: 

• Software development, from initiation to delivery. 

• Deployment, delivery and installation. 

• Sale process, from writing bids until signing a contract. 

• Maintenance, handling warranty and maintenance. 

For each set of processes a workshop were scheduled. The first workshop was held autumn 2002 and 
addresses software development processes. 

Prior to the workshop the QA department prepared a list of basic requirements for the processes. In 
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the case of development we put forward the following requirements: 

• The development process is started with a hand-over of a contract to the development depart-
ment. 

• The development processes shall be iterative and incremental. 

Beside this, we left it up to the workshop to decide what sub-processes were needed and what con-
tents each sub-process should have. 

The workshop was lead by our research contacts. It started by brainstorming and discussing what sub 
processes were needed. In the case of Development we soon agreed on the following list of sub proc-
esses: 

• Blastoff: Hand-over and initial planning of the project. 

• Spesification: Requirements analysis. 

• Elaboration: Architectural Design. 

• Construction: Detailed Design and Implementation. 

• Integration: Integration and Testing. 

 

Figure 1: The development processes in the project web. 

Each of these processes was analysed separately. A brainstorming session using “yellow notes” were 
held identifying: 

• Input required to the process. 

• Roles participating in the process. 

• Output from the process. 

• Work tasks in the process. 

After the brainstorming the activities were grouped, sequenced and agreed. 

The experience using this method was only positive. All participants (up to 8 persons + researchers) 
were active and engaged. In spite of the large number of people participating, we managed to use 
only one day agreeing on the contents of all development processes. Furthermore the process de-
scriptions became surprisingly complete, it took one man only one day to transcribe and finish the 
processes.  
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2.2.2 Developing the project web 

The name of our electronic process guide was set to “The Project Web”. A screening of the market 
looking for suitable tools using our SPIKE contacts gave no results. At the time we could find no suit-
able off-the-shelves product to use. We also evaluated the tool developed by Firm but found that we 
had requirements that made it hard for us to use their solution. 

Once having decided to develop our own solution we decided for a simple and iterative strategy: 

1. Develop a prototype based upon the key requirements using technology that was well known in 
the company and easy to maintain. 

2. Present the prototype to representatives for the stakeholders and collect responses. 

3. Improve the prototype according to feedback as far as possible. 

4. Back to step 2 until all parties agree that the prototype is ready for real-life test. 

5. Once implemented in the organization a strategy of rapid response to real user feedback should 
be applied to develop the tool into a finished product. 

The theory was that giving a lot of people direct influence on the tool would create a sense of owner-
ship to it and hence inspire the stakeholder to use it. 

Management of the project was kept with the Quality Assurance department. The implementation was 
executed by QA personnel. The first prototype was ready after only a few weeks. After few iterations 
the prototype were in such a condition that it was possible to start real-life testing with a few projects.  

Development Milestones: 

• November 2002: Start of implementation. 

• December 2002: Prototypes were tested. 

• January 2003: Test with real projects. 

• March 2003: Introduced as a mandatory tool for all new projects. 

• May 2003: Deployment processes added to the guide. 

 

Figure 2: The project web main page (early version). 
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3 Organisational implementation 

3.1 Introduction of the project web 

As mentioned before, development was carried out during a relative short time in tight co-operation 
with many of the stakeholders. Involving the management, middle management, QA and developers 
generated expectations within the organisation. We experienced a pressure to release the project web 
for use in the real-life projects.  

The introduction was done in March 2003, at the time we chose to only allow new projects to use the 
tool. Running projects were to follow the existing processes and standards. The reason for this was 
mostly practical; we wanted the project web to grow in a controlled manner in order to handle the ex-
pected need for support. 

The reception of the tool was good, project managers had a positive attitude and showed a genuine 
interest for using the project web. As expected, real life use generated a flow of feedback. Bugs were 
found and suggestions for improvement were made. We chose to prioritise correcting bugs, believing 
this was important in order to keep up the positive attitude. After a short time we had a stable product 
and loads of improvement suggestions. 

3.2 Continuos improvement 

Having gained experience with real life usage, we found that a tool like the project web generates a 
momentum for process improvement by itself. The very nature of the project web is that all the proc-
esses are reviewed with every project, the project team immediately responds to the process descrip-
tions if they are unclear, uncompleted or unusable. The challenge is only to gather this feedback and 
handle it properly. The QA department chose a strategy of rapid response to all comments. 

• If the comment was obviously meaningful (unclear, missing information) we immediately updated 
the process description. 

• Feedback that required discussion was duly registered and discussions were held in adequate 
forums in order to resolve the problem as soon as possible. 

The advantage of this strategy has been that we have been able to keep up the positive attitude even 
up to the present time. Users understand and feel that the goal of the process is not to put load on the 
project team – but to provide true help and guidance. In addition we have a living process of process 
improvement within the organisation. 

Process improvement was expected, a more surprising consequence of introducing the project web 
was the popularity of the process independent tools that was integrated. From the start we had imple-
mented some tools we hoped would be of use: 

• An action list tool with automatic e-mail alerts when due-date is passed.  

• A Work Packet tool providing a template Work Breakdown Structure. 

• A risk tool for following up risk and calculating project risk-level. 

• A requirements tool for writing requirements according to our standard. 

• A use-case documentation tool. 

• A minutes of meeting documentation tool. 

The response towards the tools was that they were regarded as one of the major benefits using the 
project web. We received loads of suggestions of improvements and requests for new tools. 
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In August 2003 we started logging the use of the project web. Analysis of the usage statistics shows 
that tool usage is by far the most frequently used part of the project web. Tools are accesses more 
than ten times as frequently as process descriptions and project status. 

We believe tools are one major reason for the popularity of the project web. Since the tools are inte-
grated closely with the processes they encourage the use of the process descriptions as well. 

Since the introduction of the project web, many new tools have been added and more importantly the 
tools have been integrated against the company accounting systems: 

• The Work Packet tool is now integrated with the accounting system so that hours actually spent is 
shown in the tool at all times. 

• Order status, accounting status and invoicing status is integrated with the project web, allowing 
the project team to compare the plan against the actual status at all times. 

• Project progress reporting is partially automatic, simplifying the monthly reporting. 

• The company product databases are integrated with planning tools allowing the project manager 
to select from the range of available products when planning a delivery. 

The below figure shows a tool to get an updated graphical presentation of project progress over time. 
The original plan for resource usage is compared with actual resource usage, estimated remaining 
work and project budget. 

 

Figure 3: Graph showing project progress over time. 

3.3 Keeping up the interest over time 

As discussed previously, we believe that keeping up the interest and usage of an electronic process 
guide has been achieved by allowing the users direct influence on the continuos improvement of the 
tool. However there are many other aspects: 

• Integrating the process description with useful tools seems like a great idea. 
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• Establishing forums for experience exchange between users have been working; we are now put-
ting more focus on this. 

• Management interest seems to be vital, when management level uses the tool for monitoring 
status and responding when problems are indicated seems to encourage use.  

• Enthusiasm and ownership amongst the QA personnel helps generating a push towards im-
provement and use of the project web tool. 

Today the status of use is that every project is using the project web. Furthermore statistics shows that 
all employees working with projects access the project web every month. An all time high usage fre-
quency was reached May 2004 with an average of 180 hits per employee. 

Watching the usage over time - it is clear that whenever new features are added to the project web 
and whenever we launch some kind of campaign, the usage immediately increases. In periods where 
no focus activities take place, the use drops slightly. These observations are interesting, as it seems 
like continuos improvements on the process endorse use of the processes. 

4 Measuring performance 

As early as spring 2003 we defined a GQM plan [2] together with our SPIKE researchers. The objec-
tive was to measure interest and performance of the project web. In order to measure the performance 
we launched a plan for collecting data: 

• Hit statistics has been gathered from August 2003. 

• We have launched a program running questionnaires amongst all project web users. At this time 
we have conducted three surveys; September 2003, January 2004 and August 2004. 

• We have launched a program interviewing in depth a representative group of users. At this time 
we have conducted three rounds of interviews; September 2003, January 2004 and August 2004. 

Preliminary results of the two first interviews and surveys have shown great expectations, a wide-
spread use, an overall positive attitude against using the project web and indications that we are gain-
ing performance benefits. In addition we have been able to identify week spots in the process guide 
allowing us to focus on these in our SPI effort. 

In addition we have measured project performance in terms of profit, delivery precision and planning 
precision. The goal is to be able to monitor weather or not we have a positive trend over time. 

At the present we have indications of improvement, however the number of projects that has been run 
from start to finish using the project web is still to small to give base for reliable conclusions. 

5 The way ahead 

The interest for the process web has gained a momentum for process improvement within the com-
pany. We do not lack ideas for improvements nor interest. One of the key challenges is keeping the 
interest up over time. To do so we are on the edge of launching educational campaigns and we are 
well on the way towards establishing user discussion forums. 

Based upon the positive experiences with the project web, both the support and the marketing de-
partments have requested a similar tool for managing respectively maintenance contracts and pro-
posals. 

The project department is requesting that the project web is more tightly integrated with design tools 
and a Gantt tool for project planning. 

At the present we see no reason for changing our strategy for process improvement using the project 
web as a focal point. 
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6 Conclusion 

Kongsberg Spacetec has undergone a small revolution with respect to software process improvement 
by introducing an electronic process guide. We believe that our solution with an interactive guide 
closely integrated with simple but highly useful tools is a major success factor. Involving stakeholders 
from the start has given a sense of ownership and commitment amongst the employees that we be-
lieve could not have been achieved by buying a ready-made guide from an outside source. 

In our case we developed the complete tool from scratch, today it may be possible to buy off the 
shelves products that provide much of the desired functionality. Development of the tool has not been 
a major cost factor, as we have not used extra resources outside the QA department for doing this. 
The most important factor to keep in mind is that the tool must be possible to adapt to the existing 
company infrastructure and culture. 

We do not believe in buying ready-made processes enforcing them on to the employees. The major 
cost of introducing new processes is implementation in the organisation, not writing them. By develop-
ing the processes through workshops with the stakeholders, much of the implementation is already 
achieved. 

Focusing improvement activities around a living tool like the project web has moved Kongsberg 
Spacetec from being a company relying on outside pressure to improve into being a company with a 
culture for continuos self improvement. Improvement activities take place with small steps every day 
instead of giant leaps every other year. In addition to being more according to modern philosophy this 
strategy is much more giving for both the QA personnel and the rest of the company. 

A key challenge over time will be to document that the effort spent has a direct positive impact on the 
company performance, at the end of the day we will have to document a positive impact on the bottom 
line. At the current time we have indications of a positive impact of the SPI activities – and we believe 
time will show our effort has been fruitful. 
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