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Welcome Address by the EuroSPI² General Chair  

 

 
Richard Messnarz 

ISCN, Austria/Ireland 

EuroSPI² is an initiative with 5 major goals (www.eurospi.net): 

1. An annual EuroSPI² conference supported by Software Process 
Improvement Networks from different European countries.  

2. EuroSPI² supported the establishment of a world-wide SPI Manifesto 
(SPI = Systems, Software and Services Process Improvement) with 
SPI values and principles agreed among experts world-wide. We 
build clusters of experts and knowledge libraries for these values 
and principles.  

3. Establishing a web-based experience library based on hundreds of 
experience reports contributed to EuroSPI² since 1994 and which is 
continuously extended over the years and is made available to 
conference attendees. 

4. Establishing a European Qualification Framework for a pool of 
professions related with SPI and management. This is supported by 
Europe-wide certification for qualifications in the SPI area, exam 
systems, and online training platforms (European Certification and 
Qualification Association, www.ecqa.org).  

5. Establishing a world-wide newsletter with articles from key industry 
and European key research associations helping to implement the 
SPI manifesto world-wide (newsletter.eurospi.net). 

EuroSPI² is a partnership of large Scandinavian research companies and experience networks 
(SINTEF, DELTA, STTF), the iSQI as a large German quality association, the American Society 
for Quality, and ISCN as the co-coordinating partner. EuroSPI² collaborates with a large number of 
SPINs (Software Process Improvement Network) in Europe. 

EuroSPI² conferences present and discuss results from systems, software and services 
process improvement (SPI) projects in industry and research, focussing on the benefits gained 
and the criteria for success. This year's event is the 20th of a series of conferences to which 
international researchers contribute their lessons learned and share their knowledge as they work 
towards the next higher level of software management professionalism. 

A typical characterization of EuroSPI² was stated by a company using the following words: 

”... the biggest value of EuroSPI² lies in its function as a European 
knowledge and experience exchange mechanism for SPI and 
innovation”. 

A cluster of European projects (supporting ECQA and EuroSPI²) contribute knowledge to the 
initiative, including currently SafEUr (ECQA Certified Safety Manager), SIMS (ECQA Certified 
Social Media Expert), VALO (ECQA Certified Valorisation Manager), BPM- HEI (BPM for Higher 
Education), AQUA (Knowledge Alliance for Training Quality and Excellence in Automotive), LSSH 
(Lean Six Sigma for Health Care), Idea 2 Enterprise (i2E). A pool of more than 30 qualifications 
has been set up (see www.ecqa.org). 

 
Join the community of cross-company learning of good practices! 
 
 
Contact: Richard Messnarz, ISCN, Austria/Ireland, e-mail: rmess@iscn.com 
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Welcome by DELTA, Editors of the DELTA Improvement Series 

 

 
Jørn Johansen 

DELTA, Denmark 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

DELTA has been working with Software Process Improvement (SPI) for 
more than 18 years including maturity assessment according to 
BOOTSTRAP, SPICE and CMMI. DELTA has also been a partner in the 
EuroSPI² conference from the very beginning 18 years ago. We are now 
for the 5th time the publisher of the Industrial Proceedings from EuroSPI² 
making it part of the DELTA series about Process Improvement.  

Jørn Johansen is Senior Technology Specialist of at DELTA. He has an 
M.Sc.E.E. from Ålborg University and more than 34 years experience in IT. 
He has worked in a Danish company with embedded and application 
software as a Developer and Project Manager for 18 years. Mr. Johansen 
has been involved in all aspects of software development: specification, 
analysis, design, coding, and quality assurance. Furthermore he has been 
involved in the company’s implementation of an ISO 9001 Quality System 
and was educated to and functioned as Internal Auditor. 

For the last 20 years he has worked at DELTA as a consultant and 
registered BOOTSTRAP, ISO 15504 Lead Assessor, CMMI Assessor and 
ImprovAbility™ Assessor. He has participated in more than 100 
assessments in Denmark and abroad for companies of all sizes. He was 
the Project Manager in the Danish Centre for Software Process 
Improvement project, a more than 25 person-year SPI project and 
Talent@IT, a 26 person-year project that involves 4 companies as well as 
the IT University in Copenhagen and DELTA. Latest Mr. Johansen was the 
Project Manager of SourceIT an 18 person-year project focusing on 
outsourcing and maturity. Mr. Johansen is also the co-ordinator of a Danish 
knowledge exchange group: Improving the Software Development 
Process, which is the Danish SPIN-group. At the moment Mr. Johansen is 
lead editor on ISO/IEC 33014 Guide for process improvement. 

Contact: Jørn Johansen, DELTA, Denmark, e-mail: joj@delta.dk 
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Welcome from the Local Organization and Scientific Programme 
Committee Chair in Ireland 

 
Fergal Mc Caffery 

Dundalk Institute of 
Technology, Ireland 

 

 

 

 

Welcome to the 20th EuroSPI2 Conference in Ireland at the Dundalk Institute of 
Technology.  
 
Dundalk Institute of Technology is situated between Dublin and Belfast. 
The Institute was one of the original network of Regional Technical 
Colleges set up in Ireland in the 1970s with an emphasis on business, 
engineering and science. The institute's research is conducted through 
its various research centres and groups whom are embedded across 
the institute's four academic schools. The Institute has both academic 
and research centres undertaking research in Ageing, Health, Software 
Engineering, Energy, the Environment, Music and Humanities, Software 
Regulation and Social Sciences. 
 
The Regulated Software Research Centre (RSRC) is focused upon 
medical device software engineering, with a particular focus upon 
medical device software processes. One of the main projects within the 
RSRC is the development of an international software process 
improvement framework (Medi SPICE) for the medical device industry 
as a key enabler of best practice for the sector. This work involves the 
RSRC working closely with the international medical device standards 
community, the international software process improvement community 
and the medical device software industry. One if the key objectives of 
the RSRC is to help assist the growth of the Irish medical device 
software industry. 
 
The RSRC is part of Lero – the Irish Software Engineering Research 
Centre. 
 
Dr Fergal Mc Caffery is the local chair for the EuroSPI 2013 Conference 
and is the Director of the RSRC. He has been awarded SFI funding 
through the Stokes Lectureship, Principal Investigator and CSET 
Programmes to research the area of medical device software. 
Additionally, he has received EU FP7 research funding to improve the 
effectiveness of embedded software development environments for the 
medical device industry. He also has received Enterprise Ireland 
Commercialisation funding for a number of different projects. 
He has published over 150 peer-reviewed conference and journal 
papers and is on the editorial board/programme committee for a number 
of leading software engineering conferences and journals. Additionally, 
he represents Ireland at International medical device software 
standards meetings and is an active member of the IEC SC62A JWG3 
working group that is responsible for the International standard for 
medical device software lifecycle processes (IEC 62304) and also the 
IEC SC62A JWG7 working group that is responsible for the 
development of a new International standard for Healthcare Software 
(IEC 82304). He is also a member of the ISO SC7 WG10 working group 
that is responsible for the International Standard for Software Process 
Assessment (ISO/IEC 15504). 
 
Contact Details:  
Fergal Mc Caffery (E-Mail: fergal.mccaffery@dkit.ie)   
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Welcome from the ECQA President 

 

 

Michael Reiner 

ECQA, Austria 

 

The European Certification and Qualification Association (ECQA) is a 
not-for-profit association that aims to unify the certification processes for 
various professions in Europe. It is joining together institutions and 
thousands of professionals from all over Europe as well as worldwide 
and offers the certification to participants for numerous professions. 
Currently, 27+ professions are active and some new professions are 
being developed right now. ECQA services are being offered in 24 
countries across Europe by more than 60 ECQA members. With the 
help of Ambassadors the ECQA is also enhancing its activities by 
expanding to all over the world (e.g. USA, China, Thailand, India, 
Singapore, Japan etc.). 
 
The main objective of the ECQA is to develop and maintain a set of 
quality criteria and common certification rules across the different 
regions. Therefore the ECQA ensures that the same knowledge is 
presented to participants across Europe and all participants are tested 
according to the same requirements. The knowledge to be provided and 
tested for certain professions is defined by experts from industry and 
research, who know best what the requirements of the market are and 
what the state of the art knowledge is within certain domains. These 
experts work in ECQA groups called Job Role Committees. The EQCA 
coordinates their work and provides the infrastructure and IT support. 
 
The ECQA has developed a set of quality criteria, which are used for 
the certification of the following types of service providers: trainers, 
training organizations, exam organizations, and certification 
organizations. The aim is to ensure the same level of training and 
certification quality in all participating countries.  
 
Working today means cooperating with a lot of international partners. 
Thus the understanding on both sides is essential. Certifications can 
help to better understand the different views of different professions. 
Out of this the ECQA Job roles aim at core competences in networking 
and understanding as well as concentrate on the needs of the industry. 
 
Michael Reiner, president of the ECQA and lecturer for Business 
Administration and E-Business Management at the IMC University of 
Applied Sciences Krems, has several years of experience in the field of 
IT, Microsoft Office, Microsoft NAV (ERP), Knowledge Management, 
Business Intelligence, Web 2.0 and social networks. Moreover Mr. 
Reiner is member of the Microsoft Dynamics Academics Advisory Board 
and coordinates and participates in various EU projects. 
 
In the last 2 years ECQA has developed towards an international 
certifier issuing certificates and establishing partnerships in all 
European countries as well as in India, South America, China, Japan 
and Arabia.    
  
I wish you a good time at the EuroSPI² 2013, a lot of interesting 
networking partners and informatory meetings.  
 
Contact: Michael Reiner, IMC University of Applied Sciences Krems, 
Austria, e-mail: michael.reiner@fh-krems.ac.at  
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Abstract 
The prevalence of smartphones and tablet computers in everyday life is emphatic. The popu-
larity and pervasiveness of these devices and the spectrum of applications they carry has 
seen mobile services cross the line from not being simply communication tools but rather the 
backbone of modern day living. Their growth is inextricably linked to social, economic and cul-
tural developments. The adoption of these applications into the well understood processes 
and practices of software creation teams has evolved. In certain aspects the development and 
testing of these apps follow the standard rules for software development methods and frame-
works such as Agile. In other ways they expose subtle but significant differences. This paper 
will examine the challenges faced by one organisation as they ensured maximum quality for 
their apps under the constraints of a limited budget.  

Keywords 

Mobile, Smartphone, Smart device, Tablet, Applications, Software Process, Testing, Agile, 
Verification and Validation,  

 

1 Introduction 

The International Telecommunication Union (ITU) statistics paint the picture quite clearly [1]. There are 
5.9 billion mobile-cellular subscriptions worldwide - a staggering 87% global penetration. Mobile 
broadband subscriptions have risen by 45% annually over the last 4 years and now stand at double 
the number of fixed broadband subscriptions. There are 1.2 billion active mobile broadband subscrib-
ers worldwide. These figures not only confirm the existing worldwide popularity and demand for con-
nectivity and services while on the move, they also outline the potential growth in the coming years. 
Just as the traditional mobile device has reached universal reliance so too the smart device will attain 
similar status [2]. There are still large areas in the world primed for mobile application penetration, e.g. 
developing economies and nations [3]. The advent of 4G capabilities will further enhance the features 
and benefits these applications and devices provide [4].  

The opportunity for software quality exponents is evident. A massive industry of smartphone applica-
tion creators and consumers already exists. The demand and up-take for these services will grow 
rapidly in the next few years. The delivery expectations by customers appear far more aggressive for 
mobile applications and so the Agile methodology is an attractive option to pursue [5].  

The Telecommunications Software & Systems Group [6] has long engaged in cutting edge research 

Managing Mobile Application Quality 
through an Agile Software Process 

 
Phelim Dowling, Kevin McGrath, Gemma Power 

TSSG, Waterford Institute of Technology 
Carriganore, Waterford, Ireland 

{pdowling ,kmcgrath, gpower}@tssg.org  
http://www.tssg.org 
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and development in technologies enabling communications and information services. Sustained 
through winning competitive funding at national and EU levels and driven by a staff of research engi-
neers with proven experience and expertise, the organisation has numerous successful commerciali-
sation spin-out successes to its name [7]. The areas of research that the group engage in include: 

 Mobile Platforms and Services 

 Data Analytics and Social Computing  

 Security, Privacy and Identity 

 Adaptive Networks and Services 

All of these research units have been involved in developing applications for smartphones and tablets 
many of which have made it to commercialisation and market. The TSSG’s Experimental Facilities 
Management (EFM) group supports projects in all of these units [8]. The EFM team bring a skillset and 
expertise in Agile software process and testing (see Table 1 below) that facilitates the smooth running 
and successful outcome for these projects and products:  

 

Process Techniques Testing 

Requirements Gathering Test Driven Development Functional 

Project Planning Continuous Integration System 

Agile and Scrum Methodologies Iterative Work Cycles Integration 

Risk Management Pair Programming Automated 

Defect Management Code Reviews Load/Performance 

Release Management Refactoring Usability 

Table 1: EFM Agile services and tools applied to mobile projects in TSSG 

The EFM groups experience in managing mobile applications through an Agile lifecycle in a budget 
conscious environment is explored in the subsequent sections of this paper. 

 

2 Mobile Project Kick-off 

2.1 Requirements Gathering 

The TSSG have been responsible for the successful completion of many projects requiring a mobile 
verification and validation stage. Over time the EFM group have developed effective agile processes 
to deal efficiently with the requirements gathering stage. How will end-users use the app? Which func-
tions must be central? If user requirements are poorly specified it can prove to be a significant factor 
behind project failure.  
For example, in the case of the PERIMETER project [9], implementing an end user based scenario at 
the outset aided the consortia greatly in gathering the requirements for the project and determining the 
testbed infrastructure that would be needed in order to demonstrate the capabilities of the application 
efficiently. This was largely achieved by breaking down each detailed user scenario into sub scenarios 
and consequently into a component and functionality level. On other projects the main actors associ-
ated with the application were identified, their goals articulated, use cases created and finally a list of 
user stories was generated as a basis for the project work. Redmine [10] is the tool TSSG use for 
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managing projects and this includes capturing all the user stories in a backlog before assigning them 
to iterations. 

To avoid over-reliance on internally generated requirements i.e. what is believed the app users want 
as opposed to information from end-user requirements studies and what users actually need, bringing 
key user data requirements to the early planning stages is important. The Design and Usability Team 
in TSSG is experienced in a range of user-focused requirements gathering and analysis techniques. 
Appropriate methodology is selected to provide a clear understanding of user requirements to develop 
applications and to formulate usability goals. These can include focus groups, interviews, question-
naires, card sorting, evaluation of an existing application or creating usage scenarios. Such methodol-
ogy is also useful in supporting early user interface design work e.g. wireframing, which in turn can 
also help in clarifying important functionality early and creating a clearer application roadmap.  
One of the most important pieces of information to determine at this point if not already understood is 
to have a clear requirement from the customer of where the app is intended to work in terms of smart-
phones and/or tablets, platform, OS version, etc.      

2.2 Build Setup 

The build setup for mobile applications remains largely the same as for any application just keeping in 
mind the memory and CPU constraints. The complete test cycle is depicted below in Figure 1 and as 
can be seen it is an iterative process. 

 
Figure 1: Build and unit test case setup 

 
1. Definition: agreement of scope and functionality to be tested. 
2. Commissioning: setting up the build and test environment. 
3. Execution: performing the tests on the testbed at build time. 
4. Reporting: recording test results and communicating these to the interested partners. 
5. Evaluating: dissemination of the test results and taking the appropriate actions 

In order to support the seamless continuous integration of projects the team employs tools such as 
Hudson [11] and Jenkins [12] for building and testing automatically, monitoring the Subversion [13] or 
Git [14] repository for freshly committed code as well as providing reports on the status of the builds, 
tests and code coverage. For unit testing, project teams have employed JUnit for Android builds with 
EMMA [15] used to measure code coverage. The built in testing tools in Xcode [16] have been used 
for iOS – there are Jenkins Xcode and Cobertura [17] plugins to set this up. Automated acceptance 
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testing has been setup using Frank [18] and Cucumber [19]. 

Build distribution is handled in a number of ways. For iOS builds the TestFlight app [20] (described in 
section 5) is widely used. For other less complicated deploys we have used Dropbox [21] - a shared 
secure cloud site where project members can easily push the tested app to their preferred mobile de-
vice. While the build tool will keep a history of all apps built, the EFM test team will maintain a matrix of 
where app builds are tested, i.e. on which devices, OS versions, etc. This is often hosted on the pro-
ject Wiki page. 

3 Test Case Creation and Execution  

A set of test cases to be executed against each application is generated by the EFM team. The full 
suite of test cases can be executed against the devices as defined in Section 4. These test cases are 
based on four primary aspects or layers of application behaviour that allow us to validate the applica-
tion quality: generic application tests, specific functional tests, on device performance and load tests.    

3.1 Generic Happy Path for Mobile Applications 

The steps outlined in this section are a guide to testing any apps created by the development team 
and in fact could be applied to any app on any platform. The flow outlined below describes a set of 
high level tests that are designed to analyse and verify general application behaviour and usability 
across varying device sizes, platforms, network connectivity, etc.  

 
Figure 2: Generic test cases to be applied to any mobile application 
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3.2 Functional testing specific to the application 

 
This part of the test specification covers testing the specific functionality of the app. Each individual 
apps functionality can be determined on an app by app basis through consultation with the developer 
and reviewing the appropriate documentation, e.g. user guide, requirements spec, etc. The require-
ments (discussed in Section 2) are kept to the forefront in this process. This allows an assessment of 
application features and their potential implementation to be discussed from the earliest of stand-up 
and planning meetings. A strong collaboration with developers and their insights helps refine the test-
ing specification.  

A test specification should be created that examines every aspect of the application under test. Start-
ing at the home page the test spec should direct the tester to visit every individual page in the app. 
Verify that selecting a tab, menu or link works and brings you to the expected destination. Validate all 
data entry functions with both valid and rogue data inputs. Verify that all text is displayed as desired 
and that there are no spelling or grammar issues. Ensure scrolling, back button, etc. work seamlessly. 

If mapping/geographical functionality is included in the app, confirm that the map opens as designed 
and shows all relevant places associated with the app. It is important to verify functions like location 
based content and learning and this may involve site visits. Where a ‘Help’ option is presented ensure 
it is relevant and easy to use. If there is a feedback mechanism check minimum and maximum charac-
ter entry and confirm feedback is received at the backend.  

Certain apps use a subscription model and all aspects of this model need to be tested. Execute buying 
all available subscriptions. Verify that the purchase is registered at the back end. Tweak the back end 
data to pre-expire and expire the subscription and check appropriate warnings and reminders are pre-
sented to the app user. 

Most feature rich apps will make use of API’s that permit access to device functions such as the cam-
era, accelerometer or address book. Make sure that each of these features is comprehensively tested 
as part of the test specification for the app. 

This phase of the testing process can also benefit from an examination of the usability of the applica-
tion [22] and how users with varying technical capabilities rate the app in terms of design, user-
friendliness, meeting their expectations. The results of these usability tests on the project produce 
valuable input for further research and technical development as well as improving the application 
under test. In particular usability testing is crucial to determine the users’ ability to correctly understand 
if the developer/designers intended functionality were successfully conveyed. This consequently de-
termines whether some specific application features are incorrect or unclear and as a result need to 
be revisited by the developer 

3.3 On Device Performance Tests 

A key activity in validating the quality of a mobile application is determining the performance and re-
sponsiveness of the app on the devices and platforms it is intended to run on [23]. If the app has a 
memory leak it may have some unintended consequences for the device it is running on. Application 
crashes, unusual device behaviour associated with the app, poor responsiveness or abnormal battery 
drain will soon be spotted by the end user and leave a less than favourable impression, especially in 
app store ratings and reviews.  
 

iOS 

The tool we use for analysing app performance on iOS devices is Instruments [24]. Simply connect 
your phone to an Apple machine running the suite of iOS developer tools. Launch the Instruments tool 
on the PC and launch the app for test on the device. From here you can monitor and analyse data 
such as file access, memory, CPU usage. The information is presented in graphic displays making it 
easy to understand and detect problems.  
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Android 

For Android testing we use Android Debug Bridge (ADB) [25]. This tool includes a client which can run 
on your PC, a server component which runs as a background process on your PC and a daemon 
which runs as a background process on each emulator or device instance. The tool allows you to in-
stall apps on a device and issue shell commands to the device e.g. ‘top’ to analyse cpu usage. In con-
junction with ADB we use UI/Application Exerciser Monkey for sending pseudo-random events at the 
app to test performance. 

3.4 Load Tests 

While numerous commercial tools exist for performing load tests for mobile applications, the TSSG 
solution of choice is the Java based open source tool from Apache, namely JMeter [26]. JMeter allows 
us to configure thread groups to simulate multiple users accessing the same endpoint on the 
server/cloud side. The HTTP header plays an important role in identifying the source of a request. 
JMeter allows us to simulate mobile requests by sending the requests through the “user agents” of 
various mobile browsers. While load testing is being performed, it is important to keep tabs on system 
health. Refer to Section 3.1 Backend Monitoring checks.   
 

 

4 Getting Access to Devices for Testing 

4.1 Access to Test Devices 

An obvious and basic requirement for testing an application is having the specified devices available. 
The application will need to be deployed onto the required devices so that the suite of test cases de-
fined in Section 3 can be executed. The customer will have specified what platforms and devices that 
the application is required to run on. This will have come from their own market research or defined 
business requirements. A matrix of test platforms should be created that captures all of the customers 
needs. This may include device types (phones, tablets, etc.), OS (including versions), manufacturers 
and models (HTC, Samsung, etc.) and even different carriers and service providers. 

The major mobile platforms that the TSSG projects have worked on include: 

 

                                            

                    
Figure 3: Mobile platforms tested by TSSG               
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As most of the projects in the TSSG start out as funded research, the budget to buy multiple devices 
may not be available. Generally each project has some hardware budget so over time we have estab-
lished a decent collection and variation of device platforms and manufacturers. These devices can be 
used and shared across all future projects. However, the competition between manufacturers to re-
lease new devices and new features so frequently means that test devices have a relatively short life 
span before becoming redundant.      

The TSSG is co-located with other software companies that also engage in smartphone application 
development. We have found it beneficial to build relationships with these companies not only in terms 
of sharing knowledge but also for sharing devices. Quite often a member of our EFM team involved in 
testing an application will knock on a neighbours door to borrow some devices that are not available 
within our own organisation. This has proved a handy and cost free method for expanding our test 
capability. One word of caution when sharing devices internally and externally; carefully track and log 
who has a device and where it is at any given point. The EFM team are the central point of contact for 
this in the TSSG.   

On certain projects the TSSG has engaged with device retailers in our locality. For a nominal fee the 
retailer would allow the test team to go to their site and use a range of their display phones to test the 
app in question. Bringing our own SIMs, we could access maybe 15 to 20 devices in a test session.    

For Nokia devices we use the Nokia Developer Remote Device Access (RDA) service. A free to use 
web based tool, you get access to a huge range of real Nokia devices where you can install and test 
applications.           

A poor alternative to testing on a real device is to test the application on an emulator. While we would 
never certify an application based solely on testing via an emulator [27], the use of a virtual device can 
prove advantageous to get some testing done on an early release of the app or when a physical de-
vice is unavailable yet. All of the major mobile platforms contain easy to use emulators in their SDK 
tools.  

4.2 Paid Solutions and Automated Tools 

A tool that we have used on some projects to gain access to an even wider range of devices is Key-
notes Device Anywhere [28]. This cloud based tool provides easy access from the tester’s desktop to 
a diverse range of actual smart devices where manual test execution can be performed. The user has 
full access to device features such as the camera, accelerometer, power on/off, etc. Tests can be 
performed over live networks and Wi-Fi from any location in the world. Another advantage to this 
product is an add-on that will enable automated testing where you can create scripts to capture, replay 
and verify real user interactions across live mobile devices. This can be really beneficial for applica-
tions requiring sizeable regression testing or following continuous integration. Also, this product can be 
integrated with other Keynote components to provide a full mobile app lifecycle management service.   

A competing product that offers similar capabilities which we have reviewed but not used is Perfecto 
Mobile [29]. This tool can be integrated with HP’s QuickTest Professional suite of tools. 

Another benefit to using a testing framework such as those described above is the ability to stay on 
top of the latest OS releases. With early access to any OS upgrades and an automated suite of test 
cases at hand you will be able to quickly assess and react to any issues caused by new OS releases.    

The major drawback to using these service offerings, from a TSSG perspective anyway, is the costs 
associated with the purchase and subscription models available. When a project has matured and 
spun out as a company the finances may be available to pursue a certain level of subscription to one 
of these tools. However, for the most part, our projects need to reply on access to devices outlined in 
section 4.1.        
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5 Case Study - Using Agile for mobile application development in a        
global development environment 

TSSG recently worked on a project to produce a second screen application that allowed for TV view-
ers to engage with their friends on social networks, allowing discussion on and sharing of content.  
This secondary screen involved the development of an innovative smartphone application. While the 
app development was performed in Waterford, the design/assets for the app along with various API’s 
were developed in parallel at partner sites in the US. A time zone difference of -8 hours resulted in 
only a one hour overlap in the typical working day. The Verification and Validation (VnV) function was 
performed at both locations. 

There are several well documented challenges for the application of Agile methods in global software 
development [30]. The challenge of realising the benefits of communication is a common theme that 
runs through the research to date [31]. How could daily communication be arranged effectively? How 
could informal communication that is important to Agile methods be encouraged? Traditional Agile 
methods were developed for collocated teams with the perception that this enabled better intra-team 
communication based on conventional IT projects. However there were a number of factors that made 
this project a good fit for Agile development techniques. These included the use of small teams, us-
ability factors requiring constant stakeholder feedback, and the short deadline to create the mobile 
app.    

Once the application design document was delivered a Product Backlog listing top-level requirements 
was agreed for the product. A daily ‘Technical Scrum’ was held between the developers in TSSG and 
our partners at the offshore sites. In these meetings, lasting fifteen minutes and held at the same time 
everyday, each team member was present and answered the three daily Scrum questions – What did 
you do yesterday? What are you going to do today? Do you have any blockers?  Any stumbling blocks 
identified in this meeting were documented and a resolution was worked on outside of the meeting.  
The meetings were facilitated using the GoToMeeting [32] web conferencing software. Having a dedi-
cated number/pin to access conference calls for the duration of the project enhanced the communica-
tion as everybody knew from the start of the project what call to join at what time.  Previous experi-
ence indicated that when conference call details are regularly changed lots of participants get times 
and access numbers wrong resulting in less effective communication. 

As the client’s role in using a Scrum methodology is essential, a second non-technical daily scrum 
took place that included the client.  Delivering a high quality app early with frequent builds strength-
ened trust and respect between partners making further collaboration easier. The client monitored the 
product backlog and acting as product owner was responsible for making entries or adjustments to the 
project throughout the project process.   

At the end of each sprint a review meeting was held with all the stakeholders.  During this meeting 
each team showed what they accomplished during the sprint, which in our case involved providing a 
demo of the integrated app using the iOS simulator with the screen shared to all participants in the 
meeting.  There were some minor limitations on using the simulator especially in terms of memory and 
cpu constraints that would possibly only arise on a device.  

TestFlight was used to distribute the internal iOS releases to the team members in the various geo-
graphical locations as its features made it easy to distribute ad-hoc builds and monitor beta testing 
usage. Another feature of TestFlight is the ability to collect and automatically symbolicate crash re-
ports remotely. As testing was done in various sites this allowed developers access crash reports 
without having to physically connect to the device. TestFlight also has a checkpoint facility which 
means you can track what testers are doing when testing the application on their device, and if certain 
features of the application are been tested that are of interest to you. 

Jira was used as a means of tracking issues that were raised by the customer and also developers 
could raise issues that required feedback from the customer. Of course, the use of Instant Messaging 
tools was common as developers coordinated individually to tackle specific problems. 

Using these latest technologies we went some way to overcoming the traditional problem of communi-
cation in distributed development and specifically for a mobile application product. 
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6 Application Release and Analytics 

6.1 Checklist for App Release to Store 

The process for releasing a mobile app does not end when the software has been built, deployed and 
tested. Following the internal QA process that rigorously tests and verifies the app for release suitabil-
ity, there follows a set of tasks that are required to get the app uploaded to the store for customers to 
download. This we found especially intricate for Apples iTunes store.  

A checklist or ‘application management guide’ was designed to drive the app from internal VnV certifi-
cation right through to release on the app store. The idea of this checklist is to bring all stakeholders 
involved in releasing the app into the same process and to provide a sequential set of steps to make 
the process a success.  The main stakeholders involved in releasing our apps include: 

 Product / Marketing Manager 

 Technical Lead / Developer 

 VnV / QA 

 Dev Ops / Deployment  

Depending on the application or project, one of the players above will drive the process from start to 
finish. This is important so that all of the information required by Apple is included in the submission 
and that the timelines for releasing the app are met. The checklist covers scenarios for new apps, 
upgrades, re-submissions, etc. A summary of the items in the checklist are captured below: 

 Determine Application Name/ID/Description 

 Decide on Payment/Subscription Model 

 Create and collect mandatory assets (submission document, screen shots, icons) 

 Create skeleton app in iTunes Connect, including in-app purchases 

 Create App ID, provisioning certs, etc. in Developer Centre 

 Add project/app to local build server 

 VnV test all aspects of app 

 Perform UAT and get customer approval 

 Complete any backend changes required 

 Validate pre-release version of app pointing at production backend 

 Upload all assets to iTunes for approval 

6.2 Application Analytics 

In an attempt to understand how end users interact with our mobile applications, certain apps have 
been developed with Flurry Analytics [33] integrated. This free tool allows us to look beyond the 
downloading of the app and gain insight into how customers actually use the app. From this tool you 
can learn about who is using your app, when and where they use it and ultimately tailor your product 
roadmap to increase engagement, retention and profits.  
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7 Conclusion and Next Steps 

The momentum and pervasiveness of smart device applications is clear. The requirement for a proven 
and yet flexible framework to guide the creation of these apps is apparent. From our experiences the 
Agile methodology is a good fit. Some of the tools may be different when developing and testing mo-
bile applications but the principles remain the same: customer engagement, effective requirements 
gathering, quality build setup, short work sprints, regular releases, comprehensive test plans. 

The complex matrix of mobile manufacturers, platforms, OS versions, etc. makes testing an ongoing 
struggle. A combination of simulators, real devices and somewhat expensive remote access tools can 
help combat the need to test as broadly as possible while the challenges of launching your app in an 
app store can be alleviated by incorporating that activity into your Agile process.  

An evolving area that the EFM team would like to further explore is that of mobile app security testing. 
In the era of BYOD (Bring Your Own Device) the challenges of data confidentiality and integrity, user 
authentication and authorisation are increasingly relevant and important.     
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Abstract 

This paper presents three process assessments that took place in Luxembourg in 2012. It de-
picts the TIPA® process assessment framework, and reports on its usage in three different 
partially outsourced contexts: a telecommunication service provider, a European institution, 
and a bank. Finally, this paper presents the lessons learned from these experimentations and 
some improvement perspectives. 
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1 Introduction 

“Measurement is the first step that leads to control and eventually to improvement. If you can’t meas-
ure something, you can’t understand it. If you can’t understand it, you can’t control it. If you can’t con-
trol it, you can’t improve it.” This quotation from Dr. H. James Harrington is particularly true when talk-
ing about processes. Indeed, by assessing the capability of a process you can objectively understand 
if this process achieves its outcomes, and moreover, you can control to what extent it reaches its pur-
pose. But what happens when you can only assess a part of what you should measure? When per-
forming a process assessment, what happens if the assessed organization does not own the whole 
process? What happens if several stakeholders take part in the game? Does it lead to just a partial 
understanding of the process capability? In other words, does it imply a limited process improvement? 
That is what we intend to determine in this paper by comparing three TIPA assessment projects that 
took place in Luxembourg in 2012. 

2 TIPA: The Tudor’s IT Process Assessment 

Several years ago, the Public Research Centre Henri Tudor in Luxembourg launched the AIDA pro-
ject, an innovative initiative whose goal was to develop an ISO-based methodology for performing IT 
service management process assessments [9][11]. AIDA preceded the development of TIPA [8][12], a 
generic framework used to measure the capability of processes in a repeatable way, by combining a 
standard description of processes contained in a Process Assessment Model (PAM), with an assess-
ment method, based on the ISO/IEC 15504 standard (Figure 1). To ensure the objectivity of its results, 
the TIPA process assessment method strictly complies with all the requirements defined in the part 2 
of the ISO/IEC 15504 standard [1].  

 
Figure 1 - The TIPA generic framework 

ITIL® is a series of books that describe a comprehensive set of process-based methods for managing 
and delivering IT services [3][4][5][6][7]. This set of good practices is coming from the industry and is 
considered as the de-facto standard in IT Service Management (ITSM). 

TIPA for ITIL is an ‘instantiation’ of the generic TIPA framework to the context of ITSM [12]. TIPA for 
ITIL combines the TIPA process assessment method (based on ISO/IEC 15504) with ITIL to objec-
tively evaluate the capability of the ITIL processes (Figure 2).  

 
Figure 2 - TIPA for ITIL 

TIPA for ITIL is a recognized framework that has now been used for several years to assess the ca-
pability of ITSM processes within companies all around the world [10][14][15]. In 2012, 60 TIPA as-
sessments have been officially reported, and 77 TIPA Assessors and Lead Assessors have been 
trained1.  

                                                   
1 Source: ITpreneurs 
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3 Experimentations 

In 2012, the Public Research Centre Henri Tudor decided to update the TIPA PAM for ITIL in order to 
align with the latest version of ITIL published in 2011 (Figure 3). Once updated, three experimenta-
tions were run to confront the new PAM with the reality encountered by companies operating in Lux-
embourg.  

In each case, the TIPA Lead Assessor provided advices about the roles that should be included in the 
sample of interviewees and about the processes that should be assessed. But for experimentations 1 
and 2 the sponsor imposed the scope of the assessment (influenced by the problems encountered by 
the organization and the limited resources available for the assessment), and particularly, he decided 
that the interviewees could not come from outside the assessed entity (i.e. being an internal or exter-
nal service provider).  

 
Figure 3 - Processes covered by the TIPA PAM for ITIL 

3.1 Experimentation 1: telecommunication service operator 

 
Figure 4 - First experimentation context 
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During this first TIPA experimentation, initiated by a telecommunication service operator in Luxem-
bourg, four ITIL processes were assessed. The purpose of this assessment was to determine pre-
cisely the capability level reached by these four processes, in order to identify the existing good prac-
tices that could be shared between the teams. This TIPA assessment also aimed at proposing an 
action plan to improve these processes.  

The telecommunication service operator has outsourced a small part of its activities (mainly those 
related to software development) to an external IT service provider (ITSP_1). Some others parts of the 
activities are entrusted to another entity within the organization (ITSP_2). The sample of interviewees 
was composed of 13 employees from the telecommunication service operator, mainly from the IT 
Support team and without any representative from the (internal or external) service providers (Figure 
4). 

During this project, an assessment team composed of three certified TIPA Assessor and Lead Asses-
sor assessed the Incident Management, Change Management, Release and Deployment Manage-
ment, and Service Asset and Configuration Management processes with a target capability level of 2.  

This first experimentation allowed stressing the good team spirit existing within the different IT Support 
teams from the assessed entity. Moreover, this assessment underlined that these teams have a good 
knowledge of the business activities and of how the IT supports these activities. However, the different 
interviews enabled to discover some weaknesses related to the external and internal stakeholders 
operating within the scope of the four assessed processes. Here is an example of these findings: 

 Finding 1: “The incident resolutions that are implemented by external stakeholders are taking too 
much time. Following these implementations by the external stakeholder (ITSP_1), there is 
sometimes the apparition of new bugs, or some regressions in the functionalities and in the ser-
vice level ” 

 Finding 2: “In certain particular domain, there is a stakeholder-dependence (both internal ITSP_2 
and external ITSP_1) which could lead to concerns, in terms of quality of service provided, 
competencies and reactivity.” 

 Finding 3: “The lack of formalism/professionalism in the relationship with the internal and external 
stakeholders.” 

 Finding 4: “Some changes, implemented by internal service provider (ITSP_2), are not planned in 
coordination with the business and are sometimes deployed without any consultation of the IT 
teams.” 

 Finding 5: “There is a risk that some pieces of source code, developed by external stakeholders, 
are deployed without any control and without any communication to the internal IT teams.” 

The context of this TIPA assessment was complex, with multiple stakeholders (both internal and ex-
ternal to the assessed entity) taking part to different kinds of activities (incident resolution, change 
implementation, change deployment). The improvement recommendations following this experimenta-
tion were however limited by the scope of the assessed entity. But the different weaknesses noticed 
during the interviews were highlighted even if beyond the scope of the assessed entity.  
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3.2 Experimentation 2:  European institution 

 

Figure 5 - Second experimentation context 

In this second experimentation, the ITSM practices of an IT service provider that used to operate 
within a European institution in Luxembourg were assessed (Figure 5). This European institution used 
to outsource a great part of its activity to several IT service providers and one of them (ITSP_3) de-
cided to organize an assessment of its processes’ capability, as part of a global improvement initiative. 
For ITSP_3, which initiated this TIPA assessment project, the purpose was two-fold. Firstly, to demon-
strate its professionalism and its efficiency, and secondly to ensure that the right organization is de-
ployed and supported by the right tools and the right processes in order to deliver the service at the 
expected level of quality. Even if the interviews took place in the European institution premises the 
sample of interviewees was composed of six employees from the service team of ITSP_3 without any 
representative from the European institution itself. For this assessment, two certified TIPA Assessors 
and Lead Assessor composed the assessment team. This assessment team assessed (through 9 
interviews) the Incident Management and the Request Fulfilment processes with a target capability 
level of 3, and the Event Management process with a target level of 2.  

This second TIPA experimentation demonstrated that the service team was an experienced and well 
skilled support team, composed of motivated, service minded and committed people with a high level 
of seniority. The ITSP_3 team members have a good understanding of the objectives and activities 
related to the services they offer, even if there are some misunderstandings about ITIL concepts and 
terminology. However, the European institution structure is relatively complex and particularly the roles 
and responsibilities of the different service desks (within the European institution) were sometimes 
unclear to the ITSP_3 team members. Here is an example of the typical results coming from the proc-
ess assessment performed: 

 Finding 6: “The ITSP_3 team is not the owner of the ticketing tool and adaptations to support the  
ITSP_3 requirements are difficult to address and implement (depend on an external team)” 

 Finding 7: “In general, tools are owned by the European institution and their modifications are 
subject to approval outside the boundaries of ITSP_3 responsibilities” 

 Finding 8: “The relationship is complex with the external groups that provide support. Frequently, 
tickets are logged and filtered by other groups and in many occasions mishandled and/or 
misrouted.” 

 Finding 9: “There is a lack of visibility of the overall Request Fulfilment process as some of the 
activities are carried out of the scope of the ITSP_3 team.” 

 Finding 10: “The priority of service requests is handled out of the boundaries of the ITSP_3 team 
and there is no clear perception of the handling of the internal priority.” 

 Finding 11: “There is a clear contractual limitation that allows ITSP_3 to create only priority 3 ti-
ckets even if they have a higher level of priority.” 
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The context of this project was not common. Indeed, the assessed organization was in this case an IT 
service provider that wanted to demonstrate to its client, a European institution, the professionalism of 
its practices and the capability level reached by its processes. But, due to the contractual context 
some of the improvement recommendations were clearly out of the scope of ITSP_3 (like those re-
lated to the modifications of the tools for which they do not have the ownership). For ITSP_3, the only 
way to take into account these improvement recommendations is by transforming them into “soft” sug-
gestions that will be passed to the European institution.  

3.3 Experimentation 3: bank 

 
Figure 6 - Third experimentation context 

This third TIPA assessment was initiated by a well-known bank in Luxembourg. The bank had out-
sourced its ITSM activities into a dedicated service provider (ITSP_4) some years ago and the IT de-
partment of the bank wanted to know where they stand with regard to their ITSM practices shared 
between its internal development team, and the external service provider (Figure 6). 

The purpose of this assessment was to determine the capability levels of some ITSM processes and 
to propose an action plan for improvement and alignment with the ITSP_4’s practices. Particularly, the 
first objective was to identify improvement opportunities for the Incident, Problem and Change Man-
agement processes. The second one was to understand how capacity management activities were 
already managed in order to suggest a structured approach for the implementation of a Capacity 
Management process. 

For that, an assessment team composed of four certified TIPA Assessors and Lead Assessors per-
formed 23 interviews over five days in order to assess the Change, Incident and Problem Manage-
ment processes with a capability level 3 targeted, and the Capacity Management process with a ca-
pability level 1 targeted. The sample of interviewees was composed of employees from the develop-
ment team of the IT department and three members from the IT service provider (ITSP_4). For confi-
dentiality purpose, and according to the TIPA assessment method, these persons have been inter-
viewed separately.ITSP_4 was involved in the assessment through the provision of three staff mem-
bers to have a full picture of the Incident, Problem and Change Management processes. However, the 
purpose of the assessment was not to analyse the ITSP_4 processes or to look after improvement 
actions on ITSP_4 side but to focus on supporting the improvement on the bank IT department’s side. 
Here is an example of the findings resulting from this process assessment:  

 Finding 12: “The changes, realized at the infrastructure level, can be done without any communi-
cation from ITSP_4” 

 Finding 13: “In a general way, there is a confusion between change management and release 
management and there is a lack of collaboration between the development team,  the business 
and ITSP_4.“ 

 Finding 14: “The incidents are “a priori” managed by ITSP_4 (who is supposed to play the role of 
first and second level of support). However in practice ITSP_4 only assure the first level of support 
which forces the ‘development team’ of the IT department of the bank to assure the greatest part 
of the work”  
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 Finding 15: “There is a lack of visibility on the process definition within the bank, and a lack of 
ownership of processes outsourced to ITSP_4 that lead to problems of responsibility” 

This experimentation depicts a classical situation where the assessed organization has a partial view 
on its process, and where it does not really know how its service provider is doing things. In that case, 
the improvement actions recommended by the assessment team in order to improve the capability of 
the bank’s processes will be hard to implement, due to the ownership of ITSP_4 on some of the proc-
esses. This kind of findings suggests a reconfiguration of the relationship between the bank and its IT 
service provider. 

4 Lessons learned 

The three experimentations conducted in Luxembourg during the year 2012 and described in the pre-
vious section allowed to enhance and validate the latest version of the TIPA PAM for ITIL. On the 
purely process assessment perspective, these three assessments also permitted to highlight the fol-
lowing lessons learned: 

 The presence of (internal or external) stakeholders can impact the assessment results 
and the perceived capability of a process 

The rating of some of the ITSM practices can be influenced when one or more stakeholders 
are taking part to the implementation of a process. Indeed, during the first experimentation the 
interviewees described a situation ‘out of control’ due to the presence of stakeholders (Find-
ings 1, 4, 5). This, combined with the fact that no representative from the stakeholders was in-
terviewed could be perceived as a poor level of maturity of the practices which could influence 
(negatively) the results of the assessment. The assessors should always try to interview 
stakeholders’ representatives, in order to clarify their vision of the situation. 

 Assessors need to have the good level of visibility on all process activities including 
the ones managed by other parties (external or not) 

It is crucial to interview representatives from each stakeholder playing a role in the assessed 
processes. Thus, it allows the assessors to analyse a full picture of the situation, to evaluate 
objectively each practice, and to draw meaningful process profiles. Indeed, as seen in the se-
cond experimentation, not interviewing any member of the European institution lead to lack of 
visibility on certain practices (Findings 6, 9, 10). In case of limited visibility, the assessors 
should always draw the sponsor’s attention on how to interpret the results of the process 
assessment. 

 Performing a process assessment can enable to characterize the relationship with the 
stakeholders 

After having performed an assessment, even if no representative from the stakeholders was 
interviewed (as in the first two experimentations), it is common to have collected valuable in-
formation about the relationship between parties, be it information that will be used to deter-
mine the capability level of the assessed processes (Findings 8, 11), or information that will be 
used to describe the current state of this relationship (Findings 2, 3). Even if the stakeholders’ 
view is considered as outside the scope of the assessment, the assessors should always pay 
attention to the state of the stakeholders’ relationships. 

 Performing a process assessment can impact the relationship with the stakeholders 
A process assessment usually leads to a process improvement plan. When defining that plan, 
the assessor should be aware that its content can have an impact on the relationship with the 
stakeholders. During the second experimentation, one of the findings (Finding 7) depicted the 
ownership of a tool outside the scope of the assessed organization. It engendered an 
improvement recommendation aiming to clarify and document the specific requirements of a 
tool and promote negotiations to complete the tools and/or configurations of the tools. In this 
case, this recommendation can have impacts (in terms of workload, cost, and time) for the 
customer (European institution) of the assessed organization (ITSP_3). Another example oc-
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curred during the third experimentation, where a finding (Finding 15) described a lack of visibil-
ity and ownership of a process. This kind of finding can lead to improvement recommendation 
such as: “Define clear roles and responsibilities“ or “Appoint a process owner“, which are not 
neutral and can heavily impact the relationship between the assessed organization and its 
stakeholders. 

 The presence of stakeholders in the sample of interviewees can make assessment-
based improvements easier to deploy  

During the third experimentation, the fact that representatives of the main stakeholder were in-
volved in the assessment had positive impacts on the improvement plan. Indeed, some of the 
findings (Findings 12, 13, 14) engendered improvement recommendations impacting both the 
assessed organization and its stakeholder. In that kind of situation, the assessors could and 
should make some ‘broader’ recommendations, applicable to both parties, such as how to 
work together, how to communicate, to finally improve the quality of their relationship. 

 The value of a process assessment can vary depending on the selected entity to be as-
sessed 

ITIL often assumes that processes are mainly managing assets of infrastructure. However 
some of them may have a different scope and implications depending on the assessed entity, 
particularly if you are moving from service operation to software development. It was the case 
during the third experimentation, when the assessed organization was the ‘development team’ 
of the IT department of the bank. Its involvement in ITSM processes such as incident man-
agement or capacity management was quite limited and, in this context the assessor should 
be careful to the representativeness of the capability level reached by these processes. 

 Without involvement of all the process stakeholders, the effectiveness of assessment-
based improvements can be limited 

Whatever the involvement of some of the stakeholders during the assessment, the TIPA as-
sessors should involve all of them during the implementation of improvements. Indeed, this 
would maximize the Return on Investment (ROI) of improvement investments. In the second 
experimentation, if the European institution does not want to improve the ticketing tool, some 
improvement actions that positively impact most of the process activities will be missing. In the 
third experimentation, you can optimize as much as you want the part of the process executed 
by the ‘software development’ department, if you do not act on the first level of support (exe-
cuted by ITSP_4), the improvement effect will be limited from a global process perspective. 
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5 Conclusion 

This paper describes three different TIPA process assessment projects that took place in Luxembourg 
in 2012. These assessments enabled to validate the new version of the TIPA PAM for ITIL. But, as 
depicted in this paper, these experimentations also allowed highlighting some lessons learned regard-
ing the assessment of partially outsourced processes and mainly related to: 

 the impacts of the assessment of processes that are partially outsourced on the stakeholders’ 
relationship,  

 the impacts of such situations on the proposed improvement plan,  

 the composition of the sample of interviewees. 
 
The ISO/IEC 15504-2 standard [1] is limiting the perimeter of an assessment to an organisational unit 
that needs to be clearly identified prior to the assessment. Moreover the guidance coming ISO/IEC 
15504-3 [2] states that: “The selection of assessees should be representative of the Organizational 
Unit being assessed. If the participants are representative of the Organizational Unit then the assess-
ment results are more likely to provide an accurate view of the process capability”.  
 
But for the experimentations presented in this paper, the assessed organizational units, (i.e. the as-
sessed entities) did not encompass the whole set of stakeholders. In such contexts, it is important to 
keep in mind that the presence of representatives of all stakeholders in the sample of interviewees is 
crucial for both assessment result and organizational changes following the assessment. When 
defining the scope of the assessment, the lead assessor should urge the assessment sponsor to meet 
all key actors of the process (particularly in case of process activities owned by other parties). This 
would help the assessors to have a better view on the process execution and to better understand the 
strengths and weaknesses of the assessed processes.  

In case of absence of some stakeholders’ representative in the sample of interviewees, the assessors 
should take into account their limited visibility, particularly, they should be very careful when rating the 
practices, when interpreting the results of a process assessment, and when proposing an improve-
ment plan. Moreover, the assessors should, in this case, warn the sponsor of the limits of the assess-
ment (in terms of accuracy of the results and levers of improvement).  

Despite the requirements and recommendations set by ISO/IEC 15504 these experimentations show 
that the borders of an organisational unit can be too narrow for the implementation of a process. There 
is a need to go further and give more guidance to enable assessment of processes implemented 
across several organisational units.  
 
The sample composition should of course ensure that assessees are representative of the (main) 
organiational unit being assessed, but it should also first ensure that they are representative of the 
processes themselves even if parts of them are outsourced. 
 
Existing assessment frameworks should maybe be reviewed to take that issue into account. We will 
improve the TIPA framework [8] by the provision of recommendations aiming at enhancing the repre-
sentativeness of the sample of interviewees, particularly when several stakeholders intervene in the 
assessed process, or when this process spreads over several organizational units. 

Finally, in order to reinforce the confidence in the results when assessing partially outsourced proc-
esses one might consider including in the scope of such an assessment some of the Supplier Man-
agement practices as described in ITIL, or some of the process enablers described in the Process and 
Enterprise Maturity Model (PEMM) [16] to get a better understanding on how the stakeholder relation-
ship is managed. But again it requires the support of the assessment sponsor. 

These are some of the perspectives we plan to further experiment in 2013. 
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Abstract 

The purpose of this paper is to present our findings what are the elements which make soft-
ware suppliers feel that the starting software development project will be a success. Our re-
sults indicate that the supplier’s representatives have a mutual understanding about elements, 
which has to be in order before software development project start. The most important ele-
ment that makes a project succeed is a clear definition of the goals of the project. Other im-
portant elements are project team and resources. According to our results, the suppliers’ pro-
ject managers had no mutual opinion of the most important elements. The project manager’s 
initial impression is important because it has a great impact on the project manager’s motiva-
tion. Good motivation makes it easier for the project manager to motivate the project team and 
motivation has been shown to be important for project success. 
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1 Introduction 
 

Although software has been developed through projects since the 1960s and countless studies have 
been conducted to understand why software project fails, there is no generic answer to question how 
to prevent software project failures [1-5]. Despite time, effort, and money, which have been used dur-
ing the project, the customer may be unsatisfied with the project results. At the worst cases, when 
software projects have run over schedule and budget, and furthermore, it is understood there are too 
many problems in the projects, the projects are cancelled. This is done despite of money and other 
resources spent in the projects [6], [1]. For instance, Verner and Abdullah [7] studied strategic devel-
opment project which was estimated to take 18 months, but ultimately took six years to complete. Pro-
ject led a customer to £265 million losses. Moreover, the supplier’s financial loss was £318 million. It 
was found that both the customer and the supplier made mistakes. The main problems indentified 
were in the areas of project complexity, contract, requirements, planning and control, execution and 
team assembly [7]. 

In addition to studies on software project failures, there are studies on how to prevent software project 
failure and how to ensure software project success (e.g., [8-11]). In these studies, many guidelines 
and frameworks have been suggested and different success factor lists generated (e.g., [12-15]). The 
main methods of studies on frameworks and success factor have been the use of questionnaires or 
comparison of other researchers’ results on success factor lists. 

There are few problems related to suggested frameworks and success factor lists in practice. One of 
them is related to heterogeneous respondents of questionnaires. Different people with different roles 
have answered questionnaires.  Respondents have been, for example, project managers, team mem-
bers or senior managers in both customer and supplier organizations. Therefore, results do not reflect 
how certain practitioners perceive project success or project success factors. 

Another problem is that different project types and different perspectives are not identified and kept 
separate. Project types such as software development projects, which are conducted in-house or by 
supplier firm to an external paying customer (outsourced projects) and software product development 
projects are studied as they would be similar: having similar success criteria and success factors [10], 
[12], [14], [16], [17]. However, success criteria and success factors e.g. for in-house projects and pro-
jects conducted by suppliers to external customers (outsourced projects) seem intuitively different. 

In this article, we concentrate on only one type of software development projects. We focus on pro-
jects which are conducted by supplier firms i.e. the main business of supplier firms is to provide soft-
ware to customers. In these situations the customer is paying for the output of the project to the sup-
plier firm. Moreover, we study software development projects success. Furthermore, we concentrate 
on project managers of supplier firms, who are responsible for project execution. 

In this paper, we present our findings from analysis of answers given by participants of a seminar. 
Particularly, we are interested in what are the characteristics of a software development project which 
get a supplier’s project manager to perceive that the starting project will be successful. Because the 
project manager is a central actor and responsible for leading the project to expected results s/he 
should be convinced of project success and therefore motivate other team members. When the project 
manager and other team members are confident and motivated, the team will strive for successful 
project outcome [3], [18-19]. 

 We begin with a background, clarifying concepts project success criteria and project success factors, 
which have to be understood when discussing project success. We also clarify importance of perspec-
tive while discussing project success or failure. In section 3, we present our research methodology 
and, in the section 4, we present analysis of our data. Finally, in section 5, we present a summary of 
our study. 
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2 Background 
 
When we are discussing project success, there are two concepts, which have to be understood. One 
is project success criteria and another is project success factors. Turner provides following definitions 
[20, p.47]: 
 
1. Success criteria: The dependent variables by which we will judge 
         the successful outcome of the project. 
2. Success factors: The independent variables which will influence  
        the successful achievement of the success criteria. 
 
A simple example may clarify the difference between success criteria and success factors. If a suc-
cess criterion is that the project has to be finished on time, the success factor should assist in achiev-
ing the criterion. In this case, the project success factor can be that timetable is planned and it is real-
istic.  
Studies on project success criteria highlight usually three aspects: the project has to be finished within 
the budget and on time, and meet user’s requirements and specifications [8], [20-21]. This set has 
been expanded to include other criteria, for example, client satisfaction and stakeholder’s benefits [8], 
[22-24]. However, if the project does not meet these criteria, it does not automatically mean that the 
project is doomed to be a failure [16]. The project can be delayed and have exceeded the budget, but 
the project can considered as a success in the end [4], [13], [23].  
Project success factors have been studied extensively, e.g. ([13-14, [16], [26-27]). Probably the most 
well-known researchers on this topic are Pinto, Slevin, and Prescot [28]. They presented a Top ten list 
of success factors in project implementation projects [26], and moreover, studied how success factors 
importance changes over the project life cycle phases [27]. One recently published literature review on 
critical success factors affecting software development projects was made by Nasir and Sahibuddin 
[12]. The main success factors were clear and frozen requirements, realistic estimations of schedule 
and budget, and a competent project manager. However, the data was collected without considering 
project type: it is not clear whether the projects were in-house projects or projects conducted by sup-
pliers to external customers (outsourced projects). Moreover, it is not clear whose perspective was 
studied, i.e. customer’s, who utilize software, or supplier’s, who produce software. Nevertheless, the 
critical success factors they found are general, and at least clear and frozen requirements are difficult 
to obtain before project start. 
In addition to importance of understanding concepts project success criteria and factors, it is important 
to understand whose perspective project success is discussed [29], and moreover, who is discussing 
project success. Different people perceive project success differently [5], [20], [30-32] and success 
depends on what the respondent expected of the project [20], [30-32]. Therefore, software develop-
ment project success criteria should be different whether project success is discussed from supplier’s 
or customer’s perspective. 
For each project, project success criteria should be defined, agreed, and communicated before project 
start [20]. Without defined success criteria it is not possible to evaluate whether the project has been 
successful or not [33]. Because success means different things to different parties, different project 
success criteria should be defined for both the customer and the supplier before project start.  
After defining project success criteria, it is possible to identify project success factors [9]. However, 
although project success factors are identified, it does not guarantee project success, but discarding 
these factors can lead a project a failure [31]. 
We have clarified concepts project success criteria and project success factors. However, our focus is 
not to directly study neither project success criteria nor success factors. Instead, we are concerned on 
project manager’s observations on upcoming project and especially supplier’s project manager’s per-
ception of the starting project. We are interested in the impression of the project managers: do they 
perceive project successful and if they do, what are the existing factors or elements of the project 
which make the project manager perceive project successful?  
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3 Research methodology 
This study is exploratory in nature. The method employed was data collection through a straightfor-
ward questionnaire to a limited target group. The first step was to define the actual theme or aim of the 
questions intended to elicit the answers. The second step was to devise the actual questionnaire and 
the third was to select a suitable target group and the time and place for the data collection. Finally, 
the data was collected, and the fifth step was the analysis, which is presented in the next section. 
The definition of the actual aim of the questionnaire was discussed by a group of researchers. The aim 
of the research was to examine those elements which enable of project manager to form an impres-
sion about the potential success or failure of a project.  The aim was not to find a list success factor or 
criteria, but the reasons why the project manager gets the initial impression of the potential success of 
the project.   
The questionnaire was based on the idea that an experienced project manager will constitute his/her 
preliminary impression of the project while getting familiar with the project. The time in which we are 
interested in is the period that starts when the project manager has got the information that he/she will 
get a new project and ends when he/she has made himself/herself briefly familiar with the project. 
That often includes preliminary reading of the most important documentation and discussions with 
salespersons and/or other persons who are more familiar with the project. That period may include 
discussions and meetings with relevant parties, but it does not extend to the moment when the project 
manager has acquired a complete understanding of the project and briefed the project team to the 
project. 
In other words, we are most interested in the impression that the project managers gets from the peri-
od before he/she has been able to get a fairly comprehensive understanding of the project, but after 
he/she has had a brief look at the project. That time is important because it has an impact on the moti-
vation of the project manager, and it is often difficult to change one’s initial impression later on 
There was a set of background question in order to facilitate better understanding of answers. The set 
covered the following issues:  
 

 age 
 gender 
 education 
 position 
 number of years in current position 
 name of the current employer 
 the role of the employer (customer, supplier, education, other) 

 
The venue for the questionnaire was a seminar hosted by the Finnish Software Measurement Asso-
ciation (FISMA ry), where all participants were somehow involved in software development.  First the 
participants were provided an outline the aim of the questionnaire: it was stressed that the aim was not 
to find out general success factors but those elements which enable to form an impression of the po-
tential success of the project. Moreover, the participants were asked to concentrate on the time before 
project start, not the whole project life-cycle phases.  The actual question was to following one: Which 
are the elements which make you to think that the project will be a success?  
There were 25 participants in the seminar, nine of them female. Of those participants 16 were from 
supplier organizations which develop software for various customers, seven the title of project manag-
er. Five participants were from educational organizations (teaching staff), and therefore they could not 
be considered to be representatives of supplier or customer organizations. One of the participants was 
from a customer organization. The organizations and the titles of the respondents are shown in tables 
1 and 2, respectively.  
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Table 1. Respondent’s by organization 
 

Organisation Number 
Consulting office 1 
Eduational organization 5 
Customer organization representative 1 
Supplier organization 16 
Research organization 2 
Total 25 

 
Table 2. The title of respondent’s 

   
Title Number 
Account manager 1 
Business manager 1 
IT Management consultant 1 
Management 1 
Development manager 1 
Consultant 1 
Lead enterprise architect 1 
Lecturer 5 
Business manager 1 
Project support specialist 1 
Project manager 7 
Client manager 1 
Engineering manager 1 
Sv Solution architect 1 
Executive manager 1 
Total 25 

 
The respondents’ answers were then classified into larger groups that were considered to be related 
to each other or to refer the same element. This classification and grouping was done by one re-
searcher and checked by two researchers. Special attention was paid to including all the answers in 
the analysis. 
Some respondents included several elements in the same sentence; such sentences were broken up 
in order to be analyzed. Some respondents did not remember to pay attention to the start-up phase of 
the project – some of them wrote about elements not related to the start-up phase.  
The analysis is presented in more detail in the next section. 

4 Results 

The answers included 167 different expressions, or elements, which were grouped into 18 different 
categories. Even though elements were able to place under a few categories, we put single element 
once under one category only. The categorization was done by one researcher and checked by two 
researchers. 
The results of the categorization are presented in Table 3. The column entry on respondents refers to 
how many respondents provided at least one element that could be included in specific category. We 
divided respondents into three categories in order to observe whether there are differences between 
respondents. The supplier column refers to how many respondents from a supplier organization pro-
vided an answer for that category. The column other refers respondents from other organizations, and 
the column PM provides the number of project managers’ responses.  
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Table 3. Responses according to category 

Categories Respondents Supplier Other PM 
Goals 14 10 4 3 
Project team 13 6 7 2 
Resources 11 7 4 3 
Project plan 9 5 4 2 
Project manager 9 6 3 1 
Communication 8 4 4 2 
Management 8 7 1 2 
Schedule 7 3 4 1 
Co-operation 6 4 2 0 
Responsibility 6 5 1 1 
Customer  5 4 1 1 
Risks 5 3 2 0 
Scope  5 3 2 1 
Change management 4 0 4 0 
Quality 4 1 3 0 
Contract 3 3 0 2 
Effort 3 2 1 2 
Project board 2 0 2 0 

 
 
A brief description of categories: 

 The highest frequency in the answers was goals. The supplier organizations’ representatives paid 
much attention to the definition of the goals, and three answerers were PMs. The supplier repre-
sentative stated that the project must clearly have clearly defined goals and objectives. Other an-
swers were similar: interest groups must commit to the project goals, and the goals must be realis-
tic. Some answers included phrases like mutual understanding and realistic goals. Three PMs 
stressed the importance of realistic objectives. 

 The project team was considered also a very important element. The answers included various 
phrasings on team skills and professionalism. Motivation and business domain knowledge were al-
so mentioned. 

 The respondent has a mutual opinion that resources has to be sufficiently and realistic. Resources 
means other than human resource. 

 The respondent were of the view that the project plan should be well done and realistic. One an-
swer stated that the plan should include scope, schedule, workers, customer and supplier responsi-
bilities, risks, assignment and delivery content.  

 The importance of the project manager was agreed upon. Answers relating project manager con-
tained that PM is accomplished, has some experience, and manage processes. Only one PM gave 
answer concerning project manager: Project manager gets or acquires information needed in order 
to have the project finished, and knows the project’s interdependencies on the customer’s other op-
erations. 

 Two elements regarding communication were highlighted: It has to be planned and is continuous; 
and communication among parties concerned has to be effective. This latter element related to the 
execution phase. Before the project start, it is important to plan how to communicate, but the execu-
tion phase reveals the quality of actual communication. Only one supplier representative stated that 
has to be planned before kick-off meeting. Two PMs emphasized the importance that of communi-
cation is working with in the project and between interest groups; all parties consider were aware 
their own role, responsibility and output level on schedule.  

 Managers stated that every project needs to managed and monitored, management should be sys-
tematic and professional and management commitment to the project is necessary. 

 The responses felt that project schedule needs to be realistic. 
 For effective co-operation, all parties concern had to know one another. This element is concern 

more execution phase because the effectiveness cannot be checked before the start of the project. 
Project managers had no comments on co-operation. 
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 The respondent’s opinions were that project responsibilities have to be clearly defined. In addition, 
the ownership of the project should be clear.  

 The recording to respondents, each customer need invest enough people and recourses and the 
customer should be committed and active. 

 The bulk of the answers were related to the management of risks. The PMs had no statement re-
garding risks. 

 It was felt that the project scope has to be explicit. 
 The answers were mainly related to change management and its role. PM, however, had a com-

ment on change management.  
 There was an insistence on clear definitions of quality and quality management processes being in 

place.  The PM, however, had no comments concerning quality.  
 A part of responses felt that there should be a consensus on the contract. The project managers 

insisted on contract not having to be redone after once is the project starts.   
 Effort estimates, stated, it should be realistic.  
 It was opined that the project board should be active and project board members should have well 

defined roles and responsibilities. The PMs had no response related to this. 

Our results propose, in general, that different people have different opinions on the elements that 
make a project succeed. This is supported by earlier studies (e.g., [15], [20], [30-31], but our results 
show that this difference may be surprisingly clear. Supplier firms rated highly different elements com-
pared to respondents from other organizations. The respondents from the supplier firms rated goals, 
resources and management very high. Therefore process improvement efforts that pay most of the 
attention to those elements may be likely to provide tangible benefits. The project managers have, 
however, their own view on elements which they consider important from the viewpoint of project suc-
cess. Another interesting result was that the project managers did not have a single or even a few 
elements that make them to get the impression that the project will succeed.  

5 Discussion  
In this article, we have reported results from our study on the elements which enable the supplier’s 
project manager to get an idea of the success of a new project. The study was conducted by present-
ing a fairly open questionnaire in a seminar. Although the study was exploratory, the results are rele-
vant for outsourced software development performed by supplier firms and process improvement in 
general. 
The results suggest that the importance of different aspects and factors in this field depends on the 
perspective. This is in accordance with previous research (e.g., [differently [15], [30], [32]). The ele-
ments which were considered important in terms of software development project success are differ-
ent between the supplier respondents than to the other respondents.  
From the supplier’s perspective, it is important to be able to set clear and well-defined goals for the 
project. That will make it easier to manage the project and achieve a result that is profitable and en-
sure the customer satisfaction. A satisfied customer is important to supplier firms, as the results in [6] 
imply. According to our study, the other representatives seem to value the selection of the project 
team over the definition of the project goals. A possible reason for this could be that the project team 
is the part of supplier firm the customer is contact in, and the customer has seldom direct access to 
the supplier’s resources. Hence, the project team is an important aspect in outsourced software de-
velopment. 
The study shows differences between the opinions of the supplier representatives and the other rep-
resentatives. Generalization based on these results, however, is limited in some ways. The respond-
ents were limited in number. Several respondents did not follow the guidelines given, and for that rea-
son, the answers are not limited to the period at the beginning of the project. Despite these limitations, 
the study emphasizes the differences that are present in any outsourcing situation. 
In order to have software process improvement efforts succeed in the case of outsourced software 
development, the difference of perspectives should be taken into account. Without that, the motivation 
for the successful completion of the project and impact of project result are likely to be less than de-
sired. 
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Abstract 

Most organizations that use the CMMI stop their process improvement journey at Maturity Level 3 or 
less. The discussion about CMMI high maturity levels has always been controversial, going most of 
the times through the consideration of return of investment, provider selection and interpretation is-
sues. Achieving Level 5 is not an easy task; it derives a lot of steps during the way. This article will 
show an example of the implementation of Level 5 in a consultancy company in two constellations: 
Development and Service. It depicts the example in steps, to help the understanding of the whole 
process. 
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1 Introduction 
The discussion about CMMI high maturity levels has always been controversial, going most of the 
times through the consideration of return of investment, provider selection and interpretation issues. 
Quotes like “it is too expensive”, “I don’t see benefits” and “My client don’t ask for level 5” are usual. 
Over 90 percent of organizations submitting appraisal results to SEI are Maturity Level 3 or lower [1]. 
What could be discussed is why so many companies stay on Level 3 and why they should improve to 
Level 5. According to Campo [2], Level 5 can be the most cost effective of all the maturity levels. 

However, achieving the Level 5 is not an easy task. Much of the hard work it takes to get there, and 
stay there, and the many experiences gained along the way may be forgotten in the afterglow of suc-
cess. Many of the most difficult obstacles on the road to high maturity are related to measurement and 
analysis, since it is needed a well-defined and well-implemented measurement collection and analysis 
process. 

The objective of this paper is to show the benefits of high maturity levels and how to achieve it in an IT 
company, based on the author experience in coordinating the implementation of CMMI ML-5 (Maturity 
Level 5) in two constellations (Service and Development) in a consultancy company. The paper will 
depict the way to achieve a high maturity level in steps, with examples of problems faced during it. 

2 High Maturity Levels of CMMI 

High maturity controversy dates back to the CMM years. When the CMM was released, few proto-
types of high maturity organizations existed. The most oft-cited example at the time was the Space 
Shuttle Onboard Software project at IBM-Houston [2].  

The number of CMM high maturity projects increased after the 1999 publication of a memo from the 
Office of the Undersecretary of Defence set an expectation of CMM Maturity Level 3 for software de-
velopment contractors of ACAT I programs. If CMM Maturity Level 3 was an expectation, then CMM 
Maturity Level 5 was seen as a key discriminator for winning contracts. This pattern continued with the 
release of CMMI. If CMM Maturity Level 5 was a discriminator, then CMMI Maturity Level 5 was seen 
as an even greater discriminator [2]. 

To be in a high maturity level means that an organization: 

 understands why they are doing what they are doing. 

 knows “what to do” when problems are encountered (don't overreact to special causes –
concentrate on finding common causes). 

 defines their error-proof processes to allow for human fallibility. 

 converts “blame” into “opportunity” (avoid using fear as a motivator). 

 balances “empowerment” and “ownership” with “control”. 

 measures and predicts how much further they have to go to achieve their goals. 

While statistical thinking and an understanding of variation are intrinsic to the definition of Levels 4 and 
5, other factors that have been empirically observed —such as capturing product knowledge and ad-
dressing the human issues associated with process improvement and change management— are also 
crucial to continual improvement [3]. 

3 Benefits of CMMI 5 
Attaining CMMI Level-5 does not guarantee that all process performance issues have been ad-
dressed. Nevertheless, you probably have a better understanding than ever before of how much room 
you have in your organization for improvement. Attaining Level-5 means that it has been officially rec-
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ognized that you have the processes, tools, skills, and other resources and infrastructure in place that 
are necessary to properly collect, analyse and address these opportunities for improvement. 

Level-5 is not the end of the journey, but rather the end of the first step and the beginning of the rest of 
the expedition. 

One organization has probably invested millions or even tens of millions of dollars learning how to 
learn, change and improve. It has also hopefully built up a stable and proven process improvement 
infrastructure filled with process documentation, process group activities and process training materi-
als. Now that the company have got the people in Engineering, Project Management and maybe even 
Configuration Management and Quality Assurance under process control, it can turn their process 
improvement catapults towards remaining organizational bastions of less-than-ideal processes like 
Business Development and Business Operations. 

Nevertheless, achieving CMMI 5 also brings some benefits. This level of maturity is much more stra-
tegic focus, and this focus is built around establishing and managing against quality and process per-
formance objectives that are aligned with business objectives. The processes establish a system of 
continuous evaluation and maintenance of business objectives, and the associated quality and proc-
ess performance objectives. Progress against those objectives is analysed, and process improve-
ments are identified based on their contribution towards achieving the objectives. Causal analysis and 
resolution techniques are used in support of these activities. On this level of maturity, the company is 
much more strategic focus. 

According to Kumar [4], Infosys obtained in 5-year period 73% Improvement in delivered quality, 39% 
improvement in on-time delivery, 34% improvement in effort estimation accuracy and 4% improvement 
in overall defect removal effectiveness. Another study from Bang and Schneider [5] showed that LG 
CNS obtained in a 2 year period a decrease of 4.74% in the re-delivery ratio and 1.76% increase in 
the CSR delivery ratio. 

According to Goldenson et. al. [6], the types of benefits that a company can get with CMMI 5 are re-
lated to: 

 Process Adherence: work product completion improvement, reduction in cost of poor quality. 

 Cost: decrement in the average cost to fix a defect, reduction in unit software costs, decrement in 
defect finding and fixing costs, increment in cost estimations accuracy. 

 Schedule: reduction in turn around time, increment on the percentage of milestones met, decre-
ment in the average number of days late, reduction in schedule variance. 

 Productivity: improvement in productivity, improvement in reuse of software. 

 Quality: reduction of software defects, reduction of defects rate, increment of focus on quality by 
developers, improvement in defect removal. 

 Costumer Satisfaction: increment in award fees, increment in costumer satisfaction rating aver-
age. 

 Return on Investment: increment of ROI, reduction of project cost. 

4 Steps for Achieving Level 5: An Example in a Consultancy Com-
pany 
Between the challenges to achieve the high maturity it is possible to mention: lack of understanding of 
model requirement, absence/ineffective management support, difficulty in communicating the benefits 
of high maturity to the organization, difficulty in implementing high maturity practices effectively there-
fore not maximizing business benefits and resistance to adoption and sustenance of culture change. 

In the next sections, it will be discussed 4 steps to achieve the CMMI ML-5 in a consultancy company, 
with real situations faced during the implementation of this maturity level for two constellations, service 
and development. 
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4.1 Analysis of Objectives 

Figure 1 shows the steps to follow during the analysis of objectives: 

STEP 1

Direction Board
Strategic Planning

STEP 2

PEG
Tactical Analysis

STEP 3
Direction

Board
Tactical

Objectives
Review

Strategic
Obj.

Tactical
Obj.

Indica-
tors

 
Figure 1: Analysis of objectives flow. 

During the Step 1, the vision of the Director Board and its perspective on the business objectives and 
relevant stakeholders is unavoidable. This involvement is essential to set the objectives priorities. A 
widespread misconception is to delegate this activity to intermediate levels of the company, including 
to the process improvement team, that don’t have the necessary vision to successfully undertake this 
activity, making a CMMI goal in itself. 

Typical formulations of strategic business objectives include: 

 In 2014 our revenue levels will be 50% above the current billing. 

 In 2013 our share of Chinese market penetration will be 35% of the same. 

 In 2014 our gross margin will be 30% higher than today. 

 In 2014 the satisfaction of our customers will be 80% higher than today. 

In the Step 2, the process improvement team will proceed to the hierarchical decomposition of the 
targets in indicators associated with the projects contribution and activities / processes relevant in 
those. The tactical vision will help to weigh the contribution to the strategic objectives of each of the 
activities and projects performed. The tactical objectives may be related to intermediate value of pro-
jects, final values of those and supplier activities. 

Typical formulations of strategic tactical objectives include: 

 Delivery deviation on intermediate milestones will be less than 3% of the length of them. 

 Deviation of estimated cost vs. real cost lower than 5%. 

 No Quality costs lower than 5%. 

 Defects found by the client vs. defect found internally lower than 5%. 

 Support cost during the 6 months after the deployment lower than 3% of the project cost. 

The process improvement team will proceed to the analysis of data availability and validity, for each of 
the indicators defined. If these data did not exist, it will be formalized the gathering, recording and 
analysis of them, to proceed to the future analysis of the distribution of them. In the case that these 
data exist, the process improvement team will proceed to the analysis of distribution of each of the 
indicators, to determine their stability and proceed to the definition of quantitative objectives derived, 
this time considering the respective variations of them. The operations to be followed are: 

 Analyse the mean and the standard deviation of the distribution. 

 Consider the special caus  
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 Analyse the demographic data adjacent to each of them. 

 Remove from the distribution if appropriate. 

 Repeat the process until the sample doesn’t have points out of control. This action should not 
result in a distribution that involves deletion of data higher than the one that would result from con-
sidering a distribution with values between: mean , with 80% of the total data. 

 The resulting distribution is discussed whether to define achievable targets for improvement. If so, 
it is set the list of objectives with that scenario of improvement. 

Not all defined objectives are applicable to all the projects. Some situations may involve decisions and 
prioritization scenarios, which may be affected: by organization strategic objectives which may priori-
tize ones respect to others; by project requirements which may be precedent for that project; by addi-
tional requirements developed by some stakeholder. Recall that the objectives set out in this opera-
tion, respond to the ability of the projects to deliver results on those margins. If it would be needed to 
significantly improve these specific objectives, it will be necessary to put in operation improvement 
initiatives to give that result. 

To allow the comparison between data of different projects it will be needed to normalize each com-
parison indicators, such that the resulting ratios allow their horizontal analysis. The denominator, 
which usually best fits to the effective data normalization, is the indicator of project size or activities in 
which the indicator is relevant. The metrics used comprise number of pages of a document, number of 
function points, number of use case points, LOC, etc. 

Finally in Step 3, the tactical objectives and the indicators derived are reviewed by the direction board, 
to prove the validity of the same. In this step, it could be needed a new iteration, to align the objectives 
with the needs developed by the direction board. 

4.2 Baseline Consolidation 

Not all projects are good candidates for baseline. It is necessary to select processes and attributes, 
which have attributes to help us to understand the ability to achieve the business objectives. This se-
lection process should be following a systematic process using criteria. Typical criteria that can use for 
the selection of a process or sub-process include: the process or sub-processes is related to key busi-
ness objectives or is an important predictor of performances.  Once the process or sub process have 
been selected, is helpful to establish indicators that provide insight into the quantitative objectives. 

It is especially relevant the concept of sub-process, “One set of activities in which the allocation of 
special causes of variation can be uniquely associated with demographic events or conditions internal 
to the same” [1]. 

Figure 2 shows the steps to be followed during the baseline consolidation. 

 
Figure 2: Baseline consolidation flow. 
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During the analysis of historical data it should be clear that not all date are useful, since many of them 
may come from defined processes different from the actual ones, or be deficient in context information 
to enable its classification. To avoid useless work, before continuing with any data analysis it is essen-
tial to validate the quality and usefulness of the available data. For this, it will be needed to: validate 
the data production frequency, confirm that there are no meaningless values in the data sample (e.g. 
negative values for the number of defects), tabulate the enumerative variables (variables that include 
characters such as experience of people who could be weighed as enumerative variable between 1 
and 7), select the variables that would be analysed and verify the data for consistency, with many 
cross-checks as possible. 

Once the data are validated, it should be loaded in a statistical analysis tool (e.g. Minitab) to check in 
the control charts the presence of events that violate the criteria of being above or below mean 
verifying if these values correspond to special causes of variation or if they are inherent to the proc-
ess. After that, analyse the possibility that the sample can contain two or more distributions, where it 
will be necessary to dispose of demographic variables that allow the performance of an ANOVA 
analysis, that segregate the potential distributions, from the corresponding qualifier agents (this opera-
tion will result in baselines as many distributions can be found in the sample). 

If any of the control limits derived from the addition or subtraction of 3 times the standard deviation on 
average result in a meaningless value in the variable considered (negative number of defects, etc.), 
the cut value must be forced to the corresponding significant threshold. 

When the baseline is considered reliable and the values are understood in terms of its physical mean-
ing, the project will be saved in the statistical analysis tool, recording the mean and the resulting con-
trol limits, for its use on different tools (Excel, proprietary database, etc.). Then, continue using the 
determined baseline until relevant indications of the need to update it appear, as: the impact of im-
provement initiatives, resulting in new baselines; review period of the baselines; justification for inclu-
sion of "false alarms", resulting in process internal values. 

But what happens if the company doesn’t have the sufficient data or if the data that are available don’t 
have the disaggregation level or are no reliable? Has the company to wait 3 years the access to the 
high maturity levels? The answer is no, since it is possible to use the Delphi method to capture those 
data that doesn’t have relevant historical information. The operative to follow is to: 

 Formalize the hypothesis that these data correspond to the stable distribution of the corresponding 
process. 

 Complete the measurement program of the organization. 

 Measure a significant sample. 

 Perform a hypothesis test, comparing the distribution derived from the Delphi data, with the data 
actually measured. 

During the intermediate process, it should be noted the uniqueness of the data in use, not overesti-
mating the decisions arising from them. 

4.3 Predictive Models Development 

To develop the predictive models we have to consider some points: 

 In essence they should have statistical, probabilistic root or be related to simulations. 

 They should predict intermediate o final outputs of the projects. 

 They should use as input controllable factors, associated to the sub-processes, for the predictions. 

 They should model the variation of the input factors, to predict the output variation range. 

 They should allow the analysis of scenarios “what-if“ during the planning, the replanning that could 
be derived and the correlation of the problems. 
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 They should connect activities in early phases of projects, with the activities of the subsequent 
phases of the lifecycle. 

 They should allow the parameters adjustment, throughout the project, to analyse its impact on 
success. 

Some examples of expected use of the predictive models are: 

 In the consolidation of the defined project process. 

 In the project management, to analyse the expected results and adjust the process. 

 In evaluating solutions to correct situations where the objectives of the project will not be satisfied, 
to continue with the defined process. 

 In OPM (Organizational …) and CAR (Causal Analysis and Resolution), to evaluate proposals, 
seeking opportunities for improvement, etc. 

 To analyse the expected economical impact from a set of improvements. 

According to the type of predictive and output variables considered, different statistical methods could 
be selected. Table 1 shows these situations. 

 
Table 1: Statistical method vs. predictive/output variable. 

Table 2 shows what could be predicted using a specific controllable factor for each statistical method 
defined in Table 1. 
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Table 2: Predictive outcomes for different types of controllable factors. 

When developing the predictive models, one should take into account three important barriers, as lack 
of convincing results that propitiate predictions, lack of connection of outputs with the sub-processes,; 
and insufficient knowledge of the domain and the processes. 

A lack of convincing results that propitiate predictions is due by the lack of alignment of activities with 
business objectives. A lack of connection of outputs with the sub-processes may prevent to discover 
the relationship between a change in the sub-process and the final output. And insufficient knowledge 
of the domain and the processes can difficult the identification of predictive variables. 

During the achievement of CMMI ML5 in the consultancy company, some predictive models were 
developed. In the development constellation it was created a defect injection/detection model with the 
objectives to predict the defect that are expected to be detected in the following phases and to predict 
the defects that will escape to the client. The hypothesis used in this model is that the defects injection 
follows a stable distribution, defined from the historical data (alternatively using the Delphi method). 

To increment this model, is was added a no-quality cost model, with the objective of predicting the 
defects fixing effort founded during the project lifecycle, including the maintenance costs in the transi-
tion phase. This no-quality cost model will be nested to the injection/detection model, complementing it 
with the effort distribution for the defects fixing depending on the stage at which they were detected 
and the phase in which they were injected, determined from the historical data (alternatively, using the 
Delphi method). 

This model was divided in five phases: analysis, design, implementation, testing, client testing and 
warranty. The defects are injected just in the first three phases and could be removed in any phase 
using a peer review. Figure 3 shows the model. 
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Figure 3: Defect injection/detection model. 

The model also has input and output data, as showed below: 

 Input data: 

o Density of injected defects: number of injected defects / the project size (in hours). 

o Percentage of defects removed by phase: in each phase the defects removed could 
be related to the same phase or previous phases, and this variable indicates this per-
centage. For example, in the implementation phase 10 defects were removed in the 
peer review, where 5 defects could come from the implementation phase, 3 defects 
from the design phase and 2 defects from the analysis phase, and this variable will in-
dicate 50%, 30% and 20% respectively. 

o Removing efficiency by phase: number of defects removed in the phase / (defects es-
caped from the previous phase + defects injected in the phase). 

o Defect correction effort by phase: effort in hours to fix each defect in the phase. 

 Output data: 

o Injected defects by phase: (density of injected defects * size of projects) + escaped 
defects from previous phase. 

o Defects removed by phase: injected defects by phase * detection efficiency by phase. 

o Escaped defects by phase: injected defects in the phase – removed defects in the 
phase. 

o Total effort by phase: sum of resolution effort of removed defects in each phase, 
where the resolution effort is calculated as – defects removed in the phase * percent-
age of defects removed in the phase. 

For each development phase, a distribution was defined for each input data following the analysis of 
historical data. During this analysis, it was discovered that the development projects of the company 
could be divided in two groups, big (size > 1300 hours) and small (size < 1300 hours) projects. Based 
on this, the distribution of the input variables will be different depending on the size of the project. 
These two models (that work together) offer the possibility to compare the results (expected number of 
defects and the expected defects fixing effort) with the defined project objectives. 

The models can be used: 

 In planning to consolidate the project's defined process, being able to choose between taking or 
not the defect removing activities and being able to select the technique associated with such ac-
tivities, which would result in different baselines and, consequently, different outcomes, which will 
be compared with project objectives. 

 During project monitoring and control, from the actual results of the phase, analyse the degree of 
confidence to achieve the project objectives. 
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 During project monitoring and control, for decision making of the impact of corrective actions de-
fined on project objectives. 

 In the decision on improvement actions, to analyse its impact on the projects. 

4.4 High Maturity Levels Impact in the Organization Agents 

In the Maturity Levels 2 and 3 the development and implementation of processes are the important 
things to do: having project plans, managing against project plans, and identifying process improve-
ments. Note, however, that the Maturity Levels 4 and 5 focus is on quality and process performance 
objectives derived from business objectives. Flowing the quality and project performance objectives 
down to programs, and using quality and process performance objectives as the basis for process 
improvement activity, are what sets the stage for the greater return on investment that may be realized 
from Maturity Levels 2 and 3. A business can only be successful if its programs are successful. At 
Maturity Levels 4 and 5, the entire organization becomes enlisted in helping the business achieve its 
objectives. Programs have to manage against those objectives, report status to higher-level manage-
ment regularly, and take actions when the objectives are not being achieved. Programs in turn may 
establish their own quality and process performance objectives, based on achievement of award fees 
or other significant results [2]. 

In the high maturity levels, at the management level, the progress reports start to be oriented to the 
analysis of the likelihood of achieving the objectives, its evolution and the impact of corrective actions 
at that level of confidence. The project managers use the predictive models to consolidate the process 
defined and to control the probability to achieve the objective; and use the baseline for the statistical 
control of critical sub-processes. 

The quality and improvement teams use the predictive models to analyse the impact of the improve-
ments, and should review the consistent use of the predictive models to consolidate the project's de-
fined process and to analyse the opportunity of meeting the objectives defined. Moreover, the consis-
tent use of the process efficiency baselines process for the process statistical control should be re-
viewed. 

5 Conclusions 

What an organization gets out of CMMI-based process deployment and appraisals is a function of 
what the organization puts into it. Organizations that focus on maturity level ratings and CMMI minimal 
compliance are unlikely to derive benefits from their investment. Organizations that use the high ma-
turity principles to deploy meaningful process improvement aligned with business objectives are or-
ganizations that are much more likely to reap greater return from their investment.  

Maturity Levels 2 through 5 all offer benefits. Maturity Levels 2 and 3 help preventing disasters and 
gain control in the way work is performed in an organization. There is no denigrating in the improve-
ments an organization can realize from implementing Maturity Level 2 and 3 processes. 

However, Maturity Levels 2 and 3 are not focused on quality and process performance objectives as 
the driver of process improvement activity, and therefore set a lower ceiling on the benefits of CMMI-
based process improvement. Using Maturity Level 4 and 5 processes to manage against quality and 
process performance objectives create a grass roots movement within an organization to meet busi-
ness objectives. An organization where all individuals recognize their role and responsibility for busi-
ness success is an organization that is more likely to achieve success. 

Besides, the usage of the four steps showed in this work (analysis of objectives, baseline consolida-
tion, predictive models development, high maturity levels impact in the organization agents) help the 
company during this process of achieving the high maturity levels. 
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Abstract 

In the context of modern information systems, security became one of the most critical quality 
attributes. The purpose of this paper is to address the problem of quality of information secu-
rity. An approach to solve this problem is based on the main assumption that security is a 
process oriented activity. According to this approach, product quality can be achieved by the 
means of process quality – process capability. Introduced here, SPICE conformant security 
process capability maturity model is based on process capability modeling elaborated by 
world-wide software engineering community during the last 25 years, namely ISO/IEC 15504 
that defines the capability dimension and the requirements for process definition and domain 
independent integrated model for enterprise-wide assessment and improvement Enterprise 
SPICE.   

Keywords 

Security, information security, capability maturity model, SPICE, Enterprise SPICE.This paper 
presents three process assessments that took place in Luxembourg in 2012. It depicts the 
TIPA® process assessment framework, and reports on its usage in three different partially out-
sourced contexts: a telecommunication service provider, a European institution, and a bank. 
Finally, this paper presents the lessons learned from these experimentations and some im-
provement perspectives. 
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1 Introduction 

Some three decades ago, software developers started to seek for established and confirmed proce-
dures and solutions to cope with software crisis that was caused by recurrent exceeding of project 
cost and schedule as well as failure of functionality and quality. Inspired by traditional engineers, soft-
ware engineering community has developed standards and models such as ISO/IEC 15504 and CMMI 
that have been used by numerous software organizations around the world for guiding tremendous 
improvements in their ability to improve productivity and quality. The concept of software process ca-
pability, which expresses process predictability, became an efficient working tool for process and 
product quality management. 
The results of software engineering in terms of software process are generalized to any process ca-
pability assessment and improvement. In their turn, other “soft” engineers, e.g. innovation, follow pio-
neering way of software engineers. Software engineering being an extremely creative activity has 
been able to express it in process oriented terms. Developed and validated enhanced innovation and 
technology transfer process capability maturity model [1, 14] is another successful confirmation of the 
possibility to express in process oriented terms such creative activity as innovation. 
The purpose of this paper is to provide a new approach for capability maturity modeling and to devel-
op ISO/IEC 15504 conformant security process capability maturity model Security Process Capability 
Model as a core element of the approach proposed. 
The state of the art in process capability maturity modeling and security process modeling is provided 
in the Sections 2 and 3. The Sections 4 and 5 contain authors’ contribution to process capability mod-
eling and security process modeling. The last Section concludes paper results achieved and provides 
future work to be done to complete the solution of the problem addressed.    
The main idea for the modeling approach taken in this paper and the construction of a new primary 
process area is based on a related work done in [13].  

 

2 Motivation and Capability Modeling 
Security process capability model, introduced here, is based on process capability maturity modeling 
elaborated by a world-wide software engineering community. Software engineering community has 
considerably contributed to the state of the art of process modeling. The numerous attempts to solve 
the software crisis applying technological and methodological approaches were not successful. Con-
sequently software engineers turned to the software development organizational issues aiming to 
keep software projects within planned scope, schedule and resources. 
This approach is based on the assumption that product quality can be achieved by the means of pro-
cess quality – process capability. High process capability cannot be established at once during the 
launch of activity. Process capability can be improved applying iterative procedure of process capabil-
ity assessment and improvement. 
Process capability is related to process predictability. Organizational maturity expresses the way or-
ganization activities are performed. The idea of maturity expresses the improvement path of organiza-
tion activities to achieve better results. Process capability concept enables to measure the state of 
performance of organization’s activities and to plan individual steps for processes capability improve-
ment. 
The research in this area is based on ideas originated from capability maturity models (CMM) devel-
oped since 1987 by Software Engineering Institute (SEI) of Carnegie Melon University. These models 
have evolved into CMMI version 1.3 [2-4] known as CMMI for Development, CMMI for Acquisition and 
CMMI for Services. 
In parallel, the international community has developed an international standard for process assess-
ment ISO/IEC 15504: Process assessment framework, also known as project SPICE (Software Pro-
cess Improvement and Capability dEtermination) initiated by the Ministry of Defence of UK in 1991 [8, 
9]. 
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ISO/IEC 15504 represents the third generation of process capability maturity models that refer to an 
external process reference model. The process capability assessment framework is defined in the 
normative part of ISO/IEC 15504-2. 
In this context, an approach taken by ISO/IEC 15504 [8, 9] referring to the external process reference 
model is particularly important. It enables to extend model’s application area outside the software en-
gineering. External process reference model must satisfy requirements of process definition in terms 
of process purpose and outcomes. 
Third main source in process capability maturity arena is iCMM v2.0 (integrated Capability Maturity 
Model), leading to the issues of model integration and architecture representation, developed by US 
Federal Aviation Administration in 2001. It influenced a lot the current state of CMMs area [6] and is 
along the same lines as ISO/IEC 15504 (SPICE) and CMMI models. Based on external process refer-
ence model approach, the convergence of SPICE and iCMM models is possible and, in fact, it is 
completed as Enterprise SPICE initiative, i.e. the model FAA iCMM plays the role of baseline in the 
development of SPICE based Enterprise Process Reference Model and Process Assessment Model. 
Enterprise SPICE model consists of Process Reference Model supplemented by Process Assessment 
Model. Enterprise SPICE has been developed by a joint effort of more than one hundred experts rep-
resenting 31 countries from all continents. Enterprise SPICE is the most challenging process capability 
assessment and improvement initiative for the last  several years. The first stage of Enterprise SPICE 
[5] project is completed and the draft of the future standard is publicly available. 
Hundreds of various generic and specific organizational maturity models have been developed. These 
models mainly provide the characteristics of maturity levels. However, very few of them provide a de-
composition of activity modeled as a collection of processes defined in minimal terms, namely, a pro-
cess name, a process purpose and the process outcomes. 

 

3 Security Process Modeling Related Work 

Security is a quality attribute of a system that is often implied because of the technical difficulty to 
prove or demonstrate otherwise. Because of that, security engineering aspect of system development 
often starts in the requirement specification as a sort of a set of preemptive technical and non-
technical measures that are felt to increase security and ends with the implementation of said 
measures. When actual security issues occur, however, the measures are improved individually and 
often the systematic causes of the vulnerabilities exploited are overlooked. To avoid such situation a 
way to continuously monitor and improve security measures is needed. To achieve this, dedicated 
security-focused processes must be defined and institutionalized. Given the process-based view of 
security, for its quality to increase process performance should be continuously evaluated (assessed) 
and improved.  Objective assessment is deemed impossible without a reference model, which, in this 
case, is a security process reference model. Once the security process reference model is developed, 
process capability determination and improvement, and therefore, systematic increasing security is a 
much easier task. Moreover, the need for systematic control, assessment and improvement of security 
is growing with the development of various complex information systems, cloud computing being the 
primary example. Cloud computing relies on trust between cloud service provider and consumer. It is 
believed that trust must be based on something provable, i.e. a certification. Certifications of various 
important aspects of cloud computing providers are foreseen to be required and some of them are 
already in development [16]. Certifications usually have a reference, to which the system evaluated 
can be qualitatively compared. Security certification, i.e., can be based on process capability evalua-
tion using the Security Process Capability Model presented in this paper. 
Enterprise SPICE can be seen as a universal tool for modeling various process-oriented activities that 
comprise an organization’s information processing system (the term “information processing system” 
is understood as including every element of an organization that is producing, transferring or using 
information that its processes manipulate, including hardware, software, people and infrastructure).  
For the case of the model being universal and domain-independent, its main process areas cannot 
include application-specific processes. On the other hand, specific quality attributes such as security 
and safety are very important in every information-processing system. Therefore, foreseeing that se-
curity and safety might not be unique in this respect, “Special Applications” area was conceived intro-
ducing an additional process covering the specific area, namely SAP.1. Safety and Security [5, 7]. It 
defines Application Practices as goals to be achieved by implementing process areas in a way of in-
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tentionally applying security and safety to base practices without naming them specifically. The 
knowledge of the concrete methodology of how these application practices are performed is implied 
rather than specified and therefore strongly relies on implementer. Therefore we can state that Enter-
prise SPICE defines security and safety as attributes applied to existing processes but not a process-
based activity. The same, with some reservations, can also be said about the safety extensions to the 
ISO/IEC 15504 (Part 10) [10], +SAFE safety extensions to the CMMI-DEV [15] and the work done on 
security extensions to the ISO/IEC 15504 [12]. 
US Federal Aviation Administration viewed the iCMM as being insufficient in providing a framework for 
assessing and improving safety and security of a system has created and published Safety and Secu-
rity Extensions for Integrated Capability Maturity Models [7]. It must be noted, that the evolutionary 
close relationship between the iCMM and Enterprise SPICE allows, with minor corrections, application 
of these extensions to the Enterprise SPICE. These extensions provide the relationship between Ap-
plication Practices and specific Base Practices and additional implementation guidance. 
The Systems Security Engineering Capability Maturity Model (ISO/IEC-21827, also SSE-CMM) is a 
process based representation of systems security engineering activity [10]. The security aspect of a 
system is central to this model and all the main process areas directly relate to this quality attribute 
throughout all the life cycle stages of a system. However, it is a standalone model, focusing on a sin-
gle quality attribute and providing its own project and organizational process areas. And as such it is 
not ISO/IEC-15504 conformant and therefore does not easily relate to Enterprise SPICE context of 
capability process modeling. On the other hand, it provides a security engineering body of knowledge 
in a process-oriented way that can be reused in derivative works. 
 
 
 
 

4 New Method of Capability Maturity Modeling 

The goal that we had in developing the Security Process Capability Model is to build a framework that 
describes security as a process-based activity and is sufficiently detailed as a tool for any organization 
that wishes to assess and increase the capability of the security quality attribute of its processes. 
The idea is to base Security Process Capability Model on Enterprise SPICE as much as possible be-
cause of its wide acceptance as a framework to process capability maturity assessment.  
The supplementation of Enterprise SPICE with application area specific knowledge transforms it from 
a domain-independent model to domain-dependent model. While focusing on information security 
specifically potentially narrows its applicability, the model does not enforce any processes that would 
limit the set of organizations to Information Technology or related domains aside from having an in-
formation system, the security of which is the main focus of the model. 
The method takes domain-specific knowledge codified in a published standard, in this case, the SSE-
CMM, and extracts domain-specific processes. The organizational and support processes are seen as 
generic and are replaced with corresponding processes areas from Enterprise SPICE. In doing so, we 
enable the same framework of generic practices to apply to a newly-constructed Primary process cat-
egory. In other words, as the Organizational and Support categories enable the capability dimension in 
Enterprise SPICE, they enable that in any newly-constructed Primary process category as long as it is 
SPICE (ISO/IEC 15504) conformant. Security Process Capability Model Primary Process category, in 
this case, is based on the eleven Security Process Areas described in the SSE-CMM [11].   

 

5 Security Process Capability Model 
Security process assessment and improvement is completely based on security capability model as a 
core tool for quality management. An idea is to build a new SPICE conformant Security capability 
model called Security Process Capability Model as an external Process Assessment Model according 
to requirements [8] using Enterprise SPICE capability model, that refers to the capability framework 
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defined in the normative part ISO/IEC 15504-2. The Process Reference Model of Security Process 
Capability Model consists of Primary, Organizational and Support process categories.  
Organizational and Support process categories are reused from [5]. Primary process category is com-
posed of three subcategories: Risk management process subcategory, Engineering process subcate-
gory and Security process subcategory (see Figure 1 below). The Risk management and Security 
process subcategories are based on corresponding Process Areas from SSE-CMM. They contain the 
processes that represent the security domain-specific knowledge. The Engineering process subcate-
gory comprises processes that are based on the Engineering process subcategory from Enterprise 
SPICE that functionally covers the remaining Security Process Areas from SSE-CMM.  
According to ISO/IEC 15504-2, requirements for Process Reference Model process description must 
be done in minimal terms of process purpose and outcomes that are achieved as a result of process 
successful implementation. In addition to PRM Process assessment Model of Security Process Capa-
bility Model contains a set of indicators that explicitly addresses the purpose and outcomes, as defined 
in the PRM, and that demonstrate the achievement of the process attributes within. Description of 
Security Process Capability Model processes that belong to Primary process category, excluding the 
Engineering Process subcategory that is reused from Enterprise SPICE, is provided in Table 1 below. 
 

 

Fig. 1. Security Process Capability Model Primary process category and process relationships. 

Table 2. Security Process Capability Model Primary process category excerpt.  

PRIM.RISK.1. Vulnerability Assessment 
Purpose Outcomes 
To identify and 
characterize sys-
tem security vul-
nerabilities 

1) Vulnerability analysis method is selected; 
2) Vulnerabilities are identified; 
3) Vulnerability data is gathered; 
4) System vulnerability is synthesized; 
5) Vulnerabilities and their characteristics are monitored. 

Base Practices 
PRIM.RISK.1.BP.1: Select vulnerability analysis method. [Outcome: 1] 
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PRIM.RISK.1.BP.2: Identify vulnerabilities. [Outcome: 2] 
PRIM.RISK.1.BP.3: Gather vulnerability data. [Outcome: 3] 
PRIM.RISK.1.BP.4: Synthesize system vulnerability. [Outcome: 4] 
PRIM.RISK.1.BP.5: Monitor vulnerabilities and their characteristics. [Outcome: 5] 

PRIM.RISK.2. Threat Assessment 
Purpose Outcomes 
To identify security 
threats and their 
properties and 
characteristics 

1) Natural threats are identified; 
2) Man-made threats are identified; 
3) Threat units of measure are identified; 
4) Threat agent capability is assessed; 
5) Threat likelihood is assessed; 
6) Threats and their characteristics are monitored. 

Base Practices 
PRIM.RISK.2.BP.1: Identify natural threats. [Outcome: 1] 
PRIM.RISK.2.BP.2: Identify man-made threats. [Outcome: 2] 
PRIM.RISK.2.BP.3: Identify threat units of measure. [Outcome: 3] 
PRIM.RISK.2.BP.4: Assess threat agent capability. [Outcome: 4] 
PRIM.RISK.2.BP.5: Assess threat likelihood. [Outcome: 5] 
PRIM.RISK.2.BP.6: Monitor threats and their characteristics. [Outcome: 6] 

PRIM.RISK.3. Impact Assessment 
Purpose Outcomes 
To identify impacts 
that are of concern 
with respect to the 
system and to 
assess the likeli-
hood of the im-
pacts occurring 

1) Capabilities are prioritized; 
2) System assets are identified; 
3) Impact metric(s) are selected; 
4) Metric relationship is identified; 
5) Impacts are identified and characterized; 
6) Impacts are monitored. 

Base Practices 
PRIM.RISK.3.BP.1: Prioritize capabilities. [Outcome: 1] 
PRIM.RISK.3.BP.2: Identify system assets. [Outcome: 2] 
PRIM.RISK.3.BP.3: Select impact metric(s). [Outcome: 3] 
PRIM.RISK.3.BP.4: Identify metric relationship. [Outcome: 4] 
PRIM.RISK.3.BP.5: Identify and characterize impacts. [Outcome: 5] 
PRIM.RISK.3.BP.6: Monitor impacts. [Outcome: 6] 

PRIM.RISK.4. Security Risk Assessment 
Purpose Outcomes 
To identify, ana-
lyze and evaluate 
the security risks 
involved with rely-
ing on a system in 
a defined envi-
ronment 

1) Risk analysis method is selected; 
2) Exposures are identified; 
3) Exposure risk is assessed; 
4) Total uncertainty is assessed; 
5) Risks are prioritized; 
6) Risks and their characteristics are monitored. 

Base Practices 
PRIM.RISK.4.BP.1: Select risk analysis method. [Outcome: 1] 
PRIM.RISK.4.BP.2: Exposure identification. [Outcome: 2] 
PRIM.RISK.4.BP.3: Assess exposure risk. [Outcome: 3] 
PRIM.RISK.4.BP.4: Assess total uncertainty. [Outcome: 4] 
PRIM.RISK.4.BP.5: Prioritize risks. [Outcome: 5] 
PRIM.RISK.4.BP.6: Monitor risks and their characteristics. [Outcome: 6] 

PRIM.SEC.1. Security Input Provision 
Purpose Outcomes 
To provide system 
architects, design-
ers, implementers, 
or users with the 
security infor-

1) Security input needs are understood; 
2) Security constraints and considerations are deter-

mined; 
3) Security alternatives are identified; 
4) Security of engineering alternatives are identified; 
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mation they need 5) Security engineering guidance is provided; 
6) Operational security guidance is provided. 

Base Practices 
PRIM.SEC.1.BP.1: Understand Security Input Needs. [Outcome: 1] 
PRIM.SEC.1.BP.2: Determine Security Constraints and Considerations. [Outcome: 

2] 
PRIM.SEC.1.BP.3: Identify Security Alternatives. [Outcome: 3] 
PRIM.SEC.1.BP.4: Analyze Security of Engineering Alternatives . [Outcome: 4] 
PRIM.SEC.1.BP.5: Provide Security Engineering Guidance. [Outcome: 5] 
PRIM.SEC.1.BP.6: Provide Operational Security Guidance. [Outcome: 6] 

PRIM.SEC.2. Security Controls Administration 
Purpose Outcomes 
To ensure that the 
intended security 
for the system that 
was integrated 
into the system 
design is in fact 
achieved by the 
resultant system in 
its operational 
state 

1) Security responsibilities are established; 
2) Security configuration is managed; 
3) Security awareness, training, and education programs 

are managed; 
4) Security services and control mechanisms are man-

aged. 

Base Practices 
PRIM.SEC.2.BP.1: Establish security responsibilities. [Outcome: 1] 
PRIM.SEC.2.BP.2: Manage security configuration. [Outcome: 2] 
PRIM.SEC.2.BP.3: Manage security awareness, training, and education programs. 

 [Outcome: 3] 
PRIM.SEC.2.BP.4: Manage security services and control mechanisms. [Outcome: 

4] 
PRIM.SEC.3. Assurance Argument Building 

Purpose Outcomes 
To clearly convey 
that the custom-
er's security needs 
are met 

1) Assurance objectives are identified; 
2) Assurance strategy is defined; 
3) Security measures are defined; 
4) Assurance evidence is controlled; 
5) Evidence is analyzed; 
6) Assurance argument is provided. 

Base Practices 
PRIM.SEC.3.BP.1: Identify assurance objectives. [Outcome: 1] 
PRIM.SEC.3.BP.2: Define assurance strategy. [Outcome: 2] 
PRIM.SEC.3.BP.3: Define security measures. [Outcome: 3] 
PRIM.SEC.3.BP.4: Control assurance evidence. [Outcome: 4] 
PRIM.SEC.3.BP.5: Analyze evidence. [Outcome: 5] 
PRIM.SEC.3.BP.6: Provide assurance argument. [Outcome: 6] 

PRIM.SEC.4. Security Posture Monitoring 
Purpose Outcomes 
To ensure that all 
breaches of, at-
tempted breaches 
of, or mistakes 
that could poten-
tially lead to a 
breach of security 
are identified and 
reported 

1) Event records are analyzed; 
2) Changes are monitored; 
3) Security incidents are identified; 
4) Security safeguards are monitored; 
5) Security posture is reviewed; 
6) Security incident response is managed; 
7) Security monitoring artifacts are protected; 

Base Practices 
PRIM.SEC.4.BP.1: Analyze event records. [Outcome: 1] 
PRIM.SEC.4.BP.2: Monitor changes. [Outcome: 2] 
PRIM.SEC.4.BP.3: Identify security incidents. [Outcome: 3] 
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PRIM.SEC.4.BP.4: Monitor security safeguards. [Outcome: 4] 
PRIM.SEC.4.BP.5: Review security posture. [Outcome: 5] 
PRIM.SEC.4.BP.6: Manage security incident response. [Outcome: 6] 
PRIM.SEC.4.BP.7: Protect security monitoring artifacts. [Outcome: 7] 

Conclusions and Future Work 

The paper provides the following new results in process capability modeling and security process ca-
pability assessment and improvement: 
1) A method for SPICE conformant process capability maturity modeling based on ISO/IEC 15504 

capability framework and Enterprise SPICE domain independent external process model is pro-
posed; 

2) Based on the proposed methodology, a SPICE conformant Process Assessment Model of Security 
process capability maturity model called Security Process Capability Model is developed; 

Following remaining future work should be done: validation of application sensitive process capability 
modeling approach versus application area implementation by referencing to base practices of domain 
independent process model; development of an approach to assessment and improvement of organi-
zation’s security process based on the process reference model presented in this paper; evaluation of 
process oriented knowledge capability modeling as an application area implemented by base practic-
es versus an approach of creation of a standalone, external model, by developing a new primary pro-
cess category and reusing organizational and support process categories from Enterprise SPICE.  
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Abstract 

ISO 26262[1] is a functional safety standard in the automobile field and it requires distinct 
safety requirements. Usually it is not easy to divide requirements into safety parts and non-
safety parts because they are closely related to each other. That is, we have to perform two 
activities, functional development and functional safety activity, simultaneously. Other difficulty 
is a term item. From the definition the item is a “system (1.129) or array of systems to imple-
ment a function at the vehicle level”. In concept phase we apply hazard analysis to an item, 
not system. The system definition comes after item definition and hazard analysis and risk as-
sessment. So, it is hard to use the conventional methods (e.g. FMEA, FTA).  

To support this situation we propose a method and a tool. Our method is an extension of 
KAOS (Knowledge Acquisition in autOmated Specification) and we also use the GSN (Goal 
Structuring Notation) and Scenario-Situation Matrix (SSM). We aim to support the scope of 
part 3 of ISO 26262. But we believe this approach is generic and can be used in a wide range 
of fields not limited to the automobile field. 

Keyword 

ISO 26262, functional safety, requirements, KAOS, GSN, DSPO, Hazard Analysis 

An approach to manage the concept 
phase of ISO 26262 

 
Masao Ito 

Nil Software Corp. 
2-17-7, Kinuta, Setagaya, 1570073, Japan 

nil@nil.co.jp 
 

Koichi Kishida 
Software Research Associates 

4-1, Kioi-cho, Chiyoda, 1028578, Japan 
k2@sra.co.jp 



Session III: Functional Safety 

3.2  EuroSPI 2013  

1 Introduction 

There are many methods to check a system from the viewpoint of safety. But it is hard to re-design a 
system after checking it. The functional safety standard for automobile, ISO 26262 requires the Haz-
ard analysis and Risk assessment before system design.  

First we indicate the characteristics of ISO 26262 and issues of it (chapter 2), then we present our 
approach to fit into the standard (chapter 3) and we compare them to the related works (chapter 4). 
Finally we conclude them (chapter 5). 

It is important to clarify the way of work in concept phase, because we check or assess this activities 
based on the better understanding of them. 

2 Characteristics of ISO 26262 in early phase 

We focus on the early phase of the process that ISO 26262 requires, that is the concept phase. We 
consider the two characteristic points in this phase. One is the special term item in this standard. The 
second is the safety case. It is defined in the management of functional safety (part 2) and used whole 
lifecycle (2-2.4.6). So, we have to consider it also in concept phase.  

Item Hazard Hazard 
Event 

Safety 
Plan 

Safety 
Case 

Functional Safety 
Requirements 

Safety Goal 

1..*

1..*

1..*

1..*

0..*

1

1..*
ASIL

Requirements 

1..*

1..*

1..*

 
Figure 1 meta-model of elements in concept phase 

In figure 1 we depict the keyword and their relationships in concept phase as a meta-model. In this 
paper we mainly focus on the keywords: the node item and safety case. 

2.1 The term Item 

The definition of the term item is "system (1-1.129) or array of systems to implement a function at the 
vehicle level, to which ISO 26262 is applied" (1-1.69). From this definition we may think an item is a 
system, but in early phase of a new project there is no clear definition of system. And in the guideline 
(part 10 of [1]) the type of relationship between the item and system is a realization (figure 3, p.4)1. At 
first, the item is only a kind of concept, that is not a concrete one, and become a system as its devel-
opment proceeds.  
                                                   
1 The guideline (part 10) was released eight month later after other parts are issued, so we may think that new definition is 
appropriate currently. 
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The concept phase starts from the item definition, and we initiate the safety lifecycle and do the Haz-
ard Analysis and Risk Assessment (HARA). In this activity we identify hazards and classify hazardous 
events and describe the safety goal with the Automotive Safety Integrity Level (ASIL). Safety goal is 
the top-level safety requirements and we will derive functional safety requirements from it. In this proc-
ess it is the item that we are hard to deal with because the conventional hazard analysis methods are 
premised on the well-described system. So, we have to answer the questions showing below: 

 How can we describe and define an item? 

 What method can we use to perform HARA with item definition?  

2.2 Safety Case 

There is another activity that we have to perform in concept phase. The part 3 of ISO 26262 defines 
the activities for management through the safety lifecycle. We focus on the next request: “This re-
quirement shall be complied with for items that have at least one safety goal with an ASIL (A), B, C or 
D: a safety case shall be developed in accordance with the safety plan”(2-6.4.6.1). Safety goals are 
defined in the concept phase, so we have to start indicating evidences and arguments showing that a 
safety goal is achieved. 

So we have a question showing below: 

 How can we correlate the safety goal with the safety case? 

3 Our Approach 

To answer the previous questions that we present in the chapter 2, we propose a method as a solu-
tion. This approach consists of three techniques: KAOS, GSN and Scenario-Situation Matrix (SSM). 
Figure 2 shows a general view of our approach and the relations of those three techniques. 

 
Figure 2 General view of our approach 
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First we introduce each technique (KAOS, GSN, SSM) briefly and then present our method and the 
process that indicates how we use those techniques. 

3.1 KAOS 

KAOS method (e.g. [2-4]) is a typical one in the Goal-Oriented Requirement Engineering (GORE) 
field. It has six models: goal model, obstacle model, object model, agent model, operation model and 
behaviour model. The key model in them is the goal model as a hub with other models including ele-
ments of other models in it (for example, we can use agent node or operation node within goal model). 
The top goal is refined with AND/OR relationship between a goal and sub-goals, and finally we can get 
the requirements. The structure is tree like, but strictly speaking, an acyclic directed graph. 

There are several nodes. I’ll just show some of them for the explanation purpose. 

 Goal node: desired functional or qualitative behaviour 

 Requirement node: low level goal (i.e. a terminal goal of a goal graph) 

 Obstacle node: condition whose satisfaction may prevent some goals 

 Softgoal: goal that do not have a clear-cut criterion for their satisfaction 

3.2 GSN 

The Goal Structuring Notation (GSN) (e.g.[5-7]) is "a graphical argument notation which can be used 
to document explicitly the elements and structure of an argument and the argument’s relationship to 
evidence". Usually GSN is used to describe the safety case or assurance case (that covers the wider 
range than safety case does, e.g. security). It has several types of nodes. The main nodes are goal 
(requirement or claim), argument (connector between goal and evidence, originally used the same 
node as the goal) and evidence (solution). And there are the context node, assumption node and justi-
fication node to complement the main nodes. 

3.3 Scenario-Situation Matrix (SSM) 

We also introduce the Scenario-Situation Matrix (SSM). Situation is a combination of all things that 
exist on driving. The category of situation is like ‘subject car’, ‘target car’, ‘perimeter (e.g. pedestrian)’, 
‘road type’, ‘road condition’, ‘regulation’, ‘environment’ and ‘driver’. This category is again divided into 
elements. In case of the ‘subject car’ the elements are, for example, ‘speed’, ‘acceleration’, ‘jerk’, ‘en-
gine state’ and so on.  

The Scenario is the sequence of events with the defined situation. For example, under rainy weather 
we drive the car around 100Km/h on the highway. This includes the environment (‘rainy weather’), 
100km/h (‘subject car’) and road type (‘on the highway’). By using this matrix we can create the com-
plicated situation and prevent the oversight of situations. 

We use this SSM in two places. First is the hazard analysis to find hazards in the hazard analysis 
phase and second is the calculation of the ASIL in the risk assessment phase. 

3.4 Process 

In order to develop or consolidate requirements we first use the goal model of KAOS. By using 
AND/OR refinements we can get the base of the item definition. On the way to refinements we might 
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notice the obstacles to achieve a goal2. In safety point of view an obstacle node is a candidate of haz-
ard. We may analyse hazard in more formal way. In [8], we propose the Dependability Software Proc-
ess Optimization (DSPO) method, which is a hazard analysis method and based on HAZOP[9]. The 
basic idea is very simple. If we choose the guideword "NOT", we try to negate the goal node. If, for 
example, a goal is "Recognize a forward car", we then think what if we cannot recognize a forward car 
(i.e. ‘NOT’ is the on of guidewords in HAZOP). With other guidewords we may be able to find other 
obstacle nodes. 

Since we confine our discussion to the automobile domain in this paper, the SSM is specialized for the 
operation modes of the car, like driving, parking and so on. Usually situations are very complicated but 
we can cover them with just choosing elements from each category (that is, categories are orthogo-
nal). We can find the obstacle node more easily with SSM, and each obstacle node is a candidate of 
the hazard. Then we consider a hazard events occurred as the realization of a hazard. 

Now we can calculate the ASIL. There is no special technique, but SSM is very useful for deciding the 
elements of ASIL (i.e. Severity, Exposure and Controllability), the SSM and the goal model give us the 
relation between the consolidated situation and obstacle (hazard).  

The goal node that solves the problem of the obstacle node expresses solutions to handle a hazard, 
and for recording the rationale of them we can use the GSN notation. In GSN the argument node and 
the evidence node assure the validity of the solution. 

Table 1 shows the relation between ISO 26262 (part 3) and our approach. 

 

Table 1 ISO 26262 (part 3) and our approach 

ISO 26262 Requirements and recommendations Our approach 

3-5 
Item defini-
tion 

3-5.4.1 

The functional and non-functional require-
ments of the item as well as the dependen-
cies between the item and its environment 
shall be made available. 

The requirement node that comes from the goal or 
softgoal nodes can be used to express the func-
tional or non-functional requirements of the item  

3-5.4.2 

The boundary of the item, its interfaces, and 
the assumptions concerning its interaction 
with other items and elements, shall be de-
fined … 

The boundary can be written by UML and we can 
link to it in the goal model. But it’s the out of our 
scope in this paper. 

3-6 
Initiation of 
safety lifecy-
cle 

3-6.4.1 Determination of the development category N/A (just decide new development or modification) 

3-6.4.2 Impact analysis and possible tailored safety 
lifecycle, in the case of modification 

The impact analysis can be done through our goal 
model. 

3-7 

Hazard 
analysis and 
Risk as-
sessment 

3-7.4.1 Initiation of the hazard analysis and risk as-
sessment 

Distinguish the element of the item whether it has 
the internal safety mechanism or not. 

3-7.4.2 Situation analysis and hazard Identification Use the SSM and DSPO 

3-7.4.3 Classification of hazardous events N/A (just follow the standard) 

3-7.4.4 Determination of ASIL and safety goals 
Use table 4 of the part 3. Safety goals corresponds 
to the solutions which are backed by evidence and 
arguments 

3-7.4.5 Verification Correctness can be verified through the arguments 
of GSN. 

3-8 
Functional 
safety con-
cept 

3-8.4.2 Derivation of functional safety requirements 
The goal nodes of KAOS that solves the problem 
of obstacle node are the base of functional safety 
requirements 

3-8.4.3 Allocation of functional safety requirements If the architecture is writing in UML, we can allo-
cate each requirement to classes or parts 

3-8.4.4 Validation criteria In GSN we can present the controllability or effec-
tiveness (4-9.4.3.2) 

3-8.4.5 Verification of the functional safety concept It is supported by arguments of GSN 

                                                   
2 In this context obstacle is not a stone or something on the road. The obstacle obstructs an achievement of goal in KAOS 
method. And it belongs to one of the obstacle categories: hazard, threat, dissatisfaction, misinformation, inaccuracy and 
unusability. In this paper we focus on the obstacle of hazard category. 
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4 Tool 

In this chapter we present a tool Nirvana, which supports our approach. Nirvana is a platform with 
plugin mechanism. There are many types of plugins that support several methods such as UML, 
KAOS or GSN. In our approach the linking between models is essential and Nirvana provides this 
feature. The data could be managed in an integrated fashion through a data base management sys-
tem (DBMS). There are several import links showing below: 

 Goal model to other models of KAOS (e.g. object model, obstacle model) 

 Goal model to diagrams of UML (e.g. class diagram, finite state machine diagram) 

 Goal model to GSN (it assures that the solution to a hazard is valid) 

To describe the boundary of item, we can use the class diagram of UML instead of object model of 
KAOS. 
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Figure 3 A tool Nirvana with plugins and other connecting tools 

5 Related Works 

MAENAD (Model-based Analysis & Engineering of Novel Architectures for Dependable Electric Vehi-
cles) [10] is one of the large European research projects. The origin of this project is the EAST-EEA 
(Electronics Architecture and Software Technologies - Embedded Electronic Architecture) [11], and it 
was inherited by the ATESST (Advancing Traffic Efficiency and Safety through Software Technology) 
and ATESST2 project [12]. Those projects support the development of embedded system of automo-
bile. There are two important characteristics. First it covers the whole lifecycle and supports the nota-
tion based on UML/SysML for various description including safety requirements, which is called EAST-
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ADL (Architecture Description Language) [13, 14]. Secondly, it supports the environment and vehicle 
level description with feature and variants. Namely it supports the product line engineering.  

The MANAD supports the full lifecycle development of the automobile, and our proposal refers only to 
the concept phase. So, if we focus on our scope, we can find that there are some differences between 
them. In the hazard analysis, the MANAD uses the use case and scenario. On the other hand we use 
the SSM to cover the every possible situation. And we use GSN to describe the safety case that helps 
us to structure the arguments. Certainly the EAST-ADL of the MANAD clearly defines the meta-model 
of safety case, but our approach can seamlessly connect between item definition and safety case. 

As for combination of notations, use the notation of KAOS and GSN. In [15], authors extend the KAOS 
method in order to describe arguments in the goal model. In this approach we may only have to pre-
pare a single diagram. Our approach uses several models to satisfy the various intentions. ISO 26262 
require the various expressions in each lifecycle phase, which is the reason why we provide the sev-
eral models and use them in accordance with the standard. 

6 Conclusion 

We propose a method for concept phase of ISO 26262. In this phase the process starts from definition 
of item that is an abstraction of systems. And the end of this phase we have to describe the functional 
safety requirements with normal functional and non-functional requirements simultaneously. In order 
to conform to this request, we use the three notations: KAOS, GSN and SSM. In KAOS normal re-
quirements are expressed goal nodes or softgoal nodes in the goal model. Hazards are expressed as 
obstacle nodes, and safety goals are denoted as goal nodes with the solution refinement link. The 
validity of the relationships between a hazard and a safety goal is expressed in a GSN diagram. SSM 
has two roles. First we use exhaustive hazard analysis, and then we use it for the base of ASIL calcu-
lation. To connect those three expressions we use the linkage mechanism in our supporting tool. 
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Abstract 

Since 1920s, statistical process control (SPC) techniques have been widely used to ensure 
quality for both manufacturing processes and products themselves. SPC is also very useful to 
conduct quantitative monitoring and controlling for software processes, since it renders a bet-
ter improvement and management strategies. In software processes, it is significant to deter-
mine process variations as accurate as possible. Here comes in the control charts where up-
per and lower control limits are defined for deciding the stable process. When an expected 
variation has occurred within the natural flow of the process, data points will fall inside these 
limits and these points of variations are called “common causes”. However, when a data point 
falls outside of these limits it means there is an unexpected, extraordinary situation has oc-
curred during the process enactment which is called “a special cause”. A special cause can 
change a process in an uncontrolled and unpredictable way. When a special cause generates 
an unwanted variation in the process, then it is said that “there is a noise in the process” [1] 
which needs to be eliminated. On the other hand, a common cause can change a process in a 
natural way; which belongs to process itself.   

In this study, we mainly focused on common cause variations, which occur during ordinary 
and expected interactions between the components of the process. In control charts, common 
cause variations normally appear in stable and consistent patterns. However, in some situa-
tions, analyzing common causes and sub-grouping data is a crucial step for finding more ac-
curate and effective control charts, where noises can be more easily captured. To carry out 
these calculations, we select defect density metric for the system tests. Here, we introduce a 
new approach of generating control charts by analysing the common cause variations with the 
support of decision tree-learning algorithm. This learning algorithm helps us to define more 
accurate common causes of variations appeared in the process. This learning model searches 
for the best common causes in order to classify the defect density values of the system tests 
executed in different projects in our research institute. As a result of our study, we observed 
that our new control charts have narrowed upper and lower control limit values. Further in our 
study, we discussed the improvement opportunities and findings in our system tests and soft-
ware development lifecycle approach with the support of decision trees and control charts.  

                                                   
1 The Scientific and Technological Research Council of Turkey (TUBITAK) - Informatics and Information Security Research 
Center (BILGEM) - Software Technologies Research Institute (YTE) 
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1 Introduction 
In recent years, due to its highly satisfactory performance results, rendering cost effectiveness and 
increase in productivity and product quality, thus reaping a high return on investment [2], the use of 
Statistical Process Control (SPC) is becoming more widespread. SPC is a method used to keep a 
process under control statistically to ensure quality [3]. The main idea here is to monitor causes of 
variations in a process and predict their progression within defined upper and lower control limits. SPC 
enables the process plans to be made more easily, more achievable and realistic and/or meet dead-
lines more strictly. It gives opportunity to behave proactively in order to increase customer satisfaction. 
Moreover, SPC can also be used for observing the results of software improvements since it provides 
an inner sight to the process enactment with its quantitative management perspective. 

With the support of SPC, it is possible to monitor variations of the process and statistically control the 
quality attributes. Causes of variations in a process are classified as either common causes or special 
causes of variations. Common causes result from the normal and expected interactions among the 
process components such as techniques, staff, tools, etc. These variations are predictable and belong 
to the process naturally. Especially in complex processes, one of the main process improvement 
strategies is to analyse common causes of variations which then will allow us to explore sub proc-
esses [3]. Special cause variations, on the other hand, are the changes in the process, occurred un-
expectedly or uncontrollably. They are surprising variations that are not natural to the process caused 
by factors such as disagreements in a team, unexpected computer crashes or deviations from stan-
dard practice, etc. In the existence of special causes, it is not possible to have a stable process.  

Process improvement reference models like CMMI [4] and SPICE (ISO/IEC 15504-4) [5] recommend 
[6] SPC techniques to achieve a continuously improving, stable and mature software engineering 
process. In SPC, control charts are the most preferred technique [7–9] used for monitoring process 
activities statistically. The biggest advantage of using control charts in software engineering processes 
is that they facilitate; first distinguishing common and special cause variations with the defined detec-
tion rules and then, measure the behavior of process over. Moreover, they offer a comprehensive 
structure that helps defining boundaries of upper and lower limits and a mechanism that renders early 
detection of problems. Control charts are commonly preferred in verification processes such as re-
views and testing [3], [7] since they directly help to improve product quality.  

However, as there are so many diverse types of experience and examples using SPC and control 
charts, their application can be difficult to understand or to put them into practice effectively [8], [10], 
[11]. Especially analysing and detecting common causes of variations is a difficult subject [12] in soft-
ware processes. These variations usually have some expected reasons and generally analysed by 
expert judgment techniques [3], [13]. In this study, we suggest to use a more structured method for 
finding common causes of variations with the support of decision tree-learning model. Briefly explain-
ing, the decision tree-learning is a data mining approach, whose goal is to create a model that predicts 
data classification using given condition variables of a decision. In our case, the aim is to find and 
utilize an effective decision tree-learning model in order to predict the defect density data classification 
using given process variables as conditions. We share our experience related to this matter in the 
following sections. 

In the next section, we introduce our institute, TUBITAK-BILGEM-YTE, and the Software Development 
Life Cycle (SDLC) approach used in recent projects of our institute in common. We also give back-
ground information about SPC and decision tree-learning models. Later, we define the problems faced 
during detecting common causes of variations and describe our new method that we proposed as a 
solution. Finally, we will summarize our experience we gained and present a general outcome of this 
work briefly.  
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2 Information Background 

2.1 Statistical Process Control (SPC) and XMR Control Charts 

In SPC, the most widely used tool for monitoring and controlling the process is control charts. There 
are different types of control charts  in statistics [3], [7], [11], [13]. In software processes, generally the 
data points [14] are not as frequent as in manufacturing processes. We usually plot and evaluate each 
data point individually. For that reason, the most preferred control charts in the software engineering 
domain that produce this result are the Individual (X) and Moving Range (MR) control charts.  

XMR control charts consist of two key features; centerline and sigma value. Centerline is the mean 
value of the data points and sigma is the standard deviation of these data points. In X charts, the data 
points are the individual values on the chart, while in MR charts, the data is obtained by calculating the 
absolute difference between two successive individual values. In these control charts, generally upper 
and lower control limits are calculated with 3 sigma values from the centerline [13], which covers 99% 
of all the complete data. Because of these beneficial aspects, we preferred XMR control charts to 
monitor progress of system tests process. Due to limited scope of this work, we included only the indi-
vidual (X) charts in the paper. 

2.2 Decision Tree-Learning 

A decision tree is a tree like graph, is used for reaching a goal, where leaf nodes are the classifica-
tions of the goal, internal nodes tests an attribute and branches corresponds to attribute value. It is 
commonly used in order to generate rules from dataset based on non-parametric, data-driven model-
ling by dividing the instances recursively into homogeneous subsets [15].  

The tree structure is generally used for the prediction using historical data as training dataset. Be-
cause of the ease of use and understanding, it is the charming supervised learning method among 
others i.e. artificial neural networks, Bayesian networks [16]. There are several algorithms for con-
structing decision trees such as C4.5, ID3 and CART [17]. The main ideas behind implementation 
procedure of these decision trees are similar but there are many differences pertaining to several as-
pects, such as the tree structure, the splitting criteria, and the pruning method [18]. 

Generally attribute selection measures come out as a heuristic approach for identifying the splitting 
criterion, which “best” divides a dataset into individual homogenous classes whose class labels are 
known. Choosing the splitting criterion among the independent variables that are considered the most 
relevant to dependent variable is the key success factor of decision trees. The most popular splitting 
criteria methods [19] are information gain and gain ratio in decision tree learning algorithms. In this 
study, gain ratio measurement is chosen as a splitting criterion.  

A decision tree starts with a root node, to which all the instances of the training set are assigned. If 
there are more than two classes in the root node according to spitting criterion that means some sam-
ples meet the initial criteria for decisions need to be made, partitioning may be done and sub groups 
are formed. This node is turned into the test node and the most significant division criterion is 
searched among attributes. The newly occurred nodes can be a candidate for both terminal node 
where classification is reached or test node where branching will be continued. The process is recur-
sively repeated until the terminal nodes are reached. Once the decision nodes are extracted, then one 
or more decision rules can be derived that describe the relationships between inputs and targets. This 
derivation, also called as rule induction, is the learning stage of decision trees. At this stage, the model 
is trained by using the training dataset for constructing the tree structure. Then, the test data classifi-
cation is predicted with the given attributes whose class labels are unknown.  

2.3 Software Development Approach 

TUBITAK-BILGEM-YTE is a research and development institute providing e-government software 
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solutions with software engineering expertise. It is a middle scaled institute with 150 employees, 80 of 
whom are software engineers. During the software development activities, CMMI-DEV Version 1.3 [4] 
practices are followed by the organization with additional support of agile practices, such as iterative 
and incremental development (IID) [20], and test driven development approach.  

All software development projects subject to this study use IID life cycle in order to develop and up-
date new features of the software products. In this agile development approach, every iteration adds a 
bunch of new features and enhances current features in the software. After this, the software is deliv-
ered to the end user immediately. From this perspective, it supports end user collaboration strongly. 
With the IID approach, chance of getting early feedback from end users increases due to incremental 
deliveries. Therefore focusing on monitoring closely and improving the quality of each iteration be-
comes inevitable and a crucial step in order to serve quality products to end users. For that reason, 
both system test and peer review processes have been monitored and improved statistically with the 
support of XMR control charts in our institute. 

2.3.1 Defect Management  and Software Versioning 

In each phase of software development lifecycle, it is critical to detect and correct defects before they 
are delivered in the software product. In our institute, defects are found through intense testing activi-
ties. Each defect found in the software product is then recorded into our defect management system 
as an issue. For each issue, a separate Reported Version of the product is identified, which later 
serves as a base for measuring the defect density. 

In IID approach, after the completion of an iteration adding new features and fixing defects, a “test 
baseline” is created. If any defect is found during the tests, they are reported in the related test base-
line. Then all the reported defects in the test baseline are fixed in the related version of the product 
from which another test baseline is created. These steps are repeated until we achieved system test 
exiting criteria. Through this process, we achieve a systematic increase in the stability of the product. 
After removing all the detected defects, a “production baseline” is created from the latest test baseline. 
In the last step, the now ready production baseline is deployed into the production environment from 
where end users can start to use the product in their operational scenarios. After that, if they find a 
problem in the system, they use our defect management tool to report the problem. The problem is 
then analysed by the development team. If they see that the defect is a blocking or a critical one; they 
immediately fix that defect and prepare a production patch. This step is repeated as many times as 
required until a new test baseline is created. 

2.3.2 Defect Density 

Defect density is the number of defects found in the production per thousand lines of source code. It is 
mainly used to give an insight about how stable a software product is. Due to the IID approach men-
tioned in previous section, in our institute, the calculation of the defect density is slightly different from 
the original definition. Generally, the defect density can be calculated from either the test or the pro-
duction baselines. For measuring the product’s progress in the lifecycle, however, only the defect 
number retrieved from the production baseline is used. In our approach, in the calculation of the defect 
density, defects reported in the production patches are added to the related production baseline itself, 
since no test is run between a patch and the production baseline. In Table 1, example values used for 
calculating the defect density are given. In this example, the defect density of the Production Baseline 
1.0 can be calculated as (5+2) / 310, or more simply 0,023. 

Table 1. Example Values Used in Calculation of Defect Density 

Baseline Name # of Found Defects KLOC 
Test Baseline 1.1 95 205 
Test Baseline 1.2 30 255 
Production Baseline 1.0 5 300 
Production Baseline 1.1 (Patch) 2 310 

Therefore, the defect density of kth production iteration is calculated as with the formula given  below:  
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3 Problem Definition 
In this study, we used the data fed by the four different projects carried out by our institute. Some 
common attributes of these projects are as follows: 

 Java technologies are used, 

 Web-based products are delivered, 

 Project lengths are 2 to 4 years with 20–30 people working including developers, team leaders 
and project managers, 

 The same software development processes are used.  

As a first step, with the defect density values obtained from the mentioned projects, to analyse the 
initial situation, an individual control chart is generated. For this, 48 data points are plotted in the con-
trol chart as shown in Figure 1. In the given control chart, although the variations are within the upper 
and lower control limits, it is obvious that there are some problems hidden in the process. The varia-
tion range of the defect density here is too large, resulting in the negative lower control limit, which is 
mathematically impossible. Besides, we can also see some common causes in the variations of the 
process. For example, the data between 11th and 23th points distinctly vary from the others. 

 
Figure 1. Individual Control Chart Obtained From the Whole Data 

With the motivation of finding common causes and narrowing the upper-lower control limits range, 
some candidate process attributes are determined to put in the decision tree learning model. These 
process attributes are explained in Table 2.   

Table 2. Candidate Common Causes 

Attribute Explanation Discussion 

Number of Defects Found 
in Test Baselines 

It is the number of reported de-
fects found in the test baseline 
before the related production 
baseline is created. 

If the number of reported defects in a 
test baseline increases, number of 
defects found in the production base-
line may decrease. 

Duration Between Two 
Production Baselines 

It is the time-period between two 
successive production baselines 
separated with test iterations. 

If the duration of the iteration is too 
short or too long, it indicates that 
there might be some defects injected 
into the production or some defects 
are being escaped.  
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Number of Test Iterations 
It is the number of the test base-
lines created between two suc-
cessive production baselines. 

If the number of test cycles are in-
creasing, it indicates that there might 
be some defects injected into the 
production or some defects are be-
ing escaped. 

Number of Production 
Patches 

It is number of production base-
lines created between two suc-
cessive production baselines. 

If the number of production patches 
increases, the number of defects 
found in the production baselines 
may also increase. 

4 Learner Control Charts as a Solution 

As a summary, based on the heuristic approach we applied, we first select independent variables 
which were shown in Table 2. Then, we carry out an outlier analysis with the defect density, which is 
the dependent variable, and the independent variables, which were mentioned earlier as candidate 
common causes. We remove the values defined as outlier and begin to run the decision tree-learning 
system which finds significant rules of common cause variations in the model. After that, we separate 
the data into groups with these rules. Lastly, we publish final control charts with these data groups. In 
the following sections, the details of this application will be explained. 

4.1 Preparation of Data 

In order to find common causes within the system tests process, we first define a couple of measure-
ment values. In the decision tree-learning model, these values are called “independent variables”. 
Then we classify the defect density, which is the dependent variable in our case, values in groups with 
respect to their magnitudes. Since we had only 48 data points in the data set, considering their way of 
distribution, we decided to classify the data into two sets. 

In this analysis, the data distribution was right-skewed, because of this the data set is divided into two 
sub-groups based on the median value of 0,0829. In this categorization, the first range is between 0 
and 0,0829 and is called “Low Defect Density". The second range falls between 0,0830 and 0,279 and 
is called “High Defect Density”. These categorized defect density values are used to construct the 
decision tree. Meanwhile, with the independent variables listed in Table 2, an outlier analysis is ap-
plied, assuming that any outlier data may indicate a noise or an inconsistent datum [21]. According to 
this, we removed five data points from the data set. Hence, we obtained all the independent and de-
pendent variables with their classifications and they are ready to be used for preparing tree-learning 
model.  

4.2 Eliminating Common Cause Candidates with Decision Tree-
Learning Model 

In this study, we have used the best single attribute selection test to create a top-down constructed 
tree by applying C4.5 algorithm [22] for decision tree-learning model. We used the gain ratio within the 
C4.5 algorithm as the main criterion to split the data into more homogeneous sub-groups. The sum-
mary of the decision tree-learning model is given in Table 3 which main characteristics of the decision 
tree are presented. 

By using the “5 fold cross validation” method, we generated candidate decision trees. In these cross 
validation tests, 19 data out of 22, which belong to the “Low Defect Density” class, are correctly pre-
dicted, so the class recall is calculated as 86,36 %. Besides, for the “High Defect Density” class, 17 
out of 21 data are correctly predicted by the model, which makes the class recall as 83,61 % with a 
general standard deviation of 9,23%. 
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Table 3. Decision Tree Attributes 

Learning Algorithm C4.5 

Attribute Selection Criterion Gain ratio 

Inputs           

 Number of Defects Found in Test Baselines 
 Duration Between Two Production Baselines 
 Number of Test Iterations 
 Number of Production Patches 

Output Defect Density (DD) 
Minimal Gain Defined to produce a partition = 0,01 
Maximal Depth The maximum tree depth = 10 
Validation Method 5-fold Cross Validation (stratified sampling) 
Minimal Size for Split The minimal size of a node in order to allow a partition = 5 
Minimal Leaf Size The minimal size of all leaves = 5 
Confidence Used for the pessimistic error calculation of pruning = 0,20 
Number of Pre-pruning Alterna-
tives 

The number of alternative nodes tried when pre-pruning would 
prevent a split = 5 

 
Figure 2. Decision Tree of Defect Density Classification 

The final tree model constructed according to the parameters that make the model optimal is shown in 
Figure 2. Under these circumstances, the “Number of Production Patches” is the most significant at-
tribute that affect the defect density classification. The second important attribute is the “Duration Be-
tween Two Production Baselines”. The other attributes do not contribute to form homogenous sub-sets 
with the gain ratio. From this decision tree some rules are deduced for the data classification.  
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Rules obtained from Figure 2, are listed below for two different classification of defect density.   

Low Defect Density Class Rules 

 Number of Production Patches should be less than 2 OR 

 Number of Production Patches should be between 2 and 5 AND Duration Between Two Produc-
tion Baselines should be more than 30 days.  

High Defect Density Class Rules 

 Number of Production Patches should be greater than 5 OR 

 Number of Production Patches should be between 2 and 5 AND Duration Between Two Produc-
tion Baselines should be less than 30 days.  

4.3 Final Process Performance Baselines  

In the previous section, an efficient decision tree prediction model was found in order to predict defect 
density classifications. Next, we use the rules of common causes found with the prediction model to 
group the data in a way that will produce new control charts. We find that this approach, comparing to 
other approaches [3], [10], is more suitable to define the common cause variations in the process in a 
more structural way. 

 
Figure 3. Low Defect Density Individual Control Chart2 

 
Figure 4. High Defect Density Individual Control Chart 

Here, it should be emphasized that, the data in the final defect density control charts is grouped ac-
cording to the rule sets derived from the decision trees resulting from common cause variations, but 
not directly from the median value of the defect density measurements. Always referring to the rules 
                                                   
2 The value of the lower control limit, which is calculated as -0,0386, is shifted to 0; since it is logically 
impossible to have a negative value for defect density metric.  
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emerge from the natural flow of the process execution, we can evaluate the process performance 
much more effectively with the newly generated control charts.  

At the end of the calculations based on the decision tree-learning model, we obtain a narrowed range 
of values in the final control charts. By comparing the control chart obtained at the beginning (see 
Figure 1) with the Low Defect Density Individual Control Chart (see Figure 3), which is produced by 
filtering the whole data with the "Low Defect Density" rule set, we can see that, the range value is re-
duced by 19%. On the other hand, the range of the High Defect Density Individual Control Chart, 
which is produced by filtering the whole data with the "High Defect Density" rule set, is reduced by 
64% comparing to the initial status. 

5 Summary and Discussion 

In our study, we supported control charts with learning algorithms of decision trees to capture varia-
tions of the common causes appear in the process. This approach resulted in a significant improve-
ment of the control charts narrowing the limits by at least 19%. As a future work, we will continue this 
by adding cumulative test efforts in the decision trees as a new common cause candidate. 

As a result of analysis conducted, we detected some issues to be improved during the system tests 
process. The existence of a significant increase in the defect density value in the case when the de-
velopment iteration was shorter than a month was the first issue we encountered. After some discus-
sions and meetings with the project teams, we decided that the reason behind this situation is the 
shortened period of preparation time of the iteration which ended up waiving on some of the unit test 
implementations of new features. The second issue we came across was that as the number of pro-
duction patches exceeds five, the value of the defect density significantly increases. As a future work, 
we want to find solutions for both problems of the kept-short iterations and exceeding patch numbers 
in the process. 
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Abstract 

Starting from the documentation of high Sprint Velocity fluctuations in a Scrum project, this 
paper presents a thorough approach to identify the sources of issues arising in the context of 
Scrum implementation. Given that Scrum provides guidance on identifying process issues, but 
not their root causes, various approaches are explored. This is of great relevance because 
Scrum defines project schedules relying heavily on Sprint Velocity and because it is the most 
widely used Agile methodology. The findings provide a new approach to evaluate such fluctua-
tions and establish a more realistic project assessment than what is currently defined by 
Scrum. In this respect, this paper contributes to improve the understanding of the software de-
velopment process using this Agile framework. 
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1 Introduction 

In today’s competitive and fast-paced world companies are under pressure to adapt to an ever chang-
ing environment [Kot12]. The software development industry is not an exception. What started as a 
technique to develop industrial products faster has now become part of the IT sector under the name 
of Agile Software Development [TN86, Ver11]. Among many methodologies that promise increased 
agility, Scrum [SS11] is the most widely used globally [Ver11].  

Scrum has been successfully used in a wide variety of industries to create software projects 
[Pic10]. As opposed to traditional development models, such as Waterfall, it defines the creation and 
delivery of software in small increments with little upfront planning. Hence, it allows companies to de-
liver value to their clients earlier and to adapt to changes faster. Although it exploits the benefits of 
Agile methodologies, it does present a key drawback. In fact, Scrum does not provide detailed guid-
ance on how to identify the root cause of process issues when they occur [Sch04, SS11].  

This paper provides a case study on the implementation of Scrum in a software development 
project of a non-governmental organization. Analysing the role of Scrum within the project, it investi-
gates the root cause of high fluctuations in the amount of work done, known as the Velocity, in each 
short development cycle, called Sprint. This issue is of paramount importance because project sched-
uling is derived from the aforementioned metric [Coh09, Gri12]. In this respect, this paper contributes 
to improve the understanding of the development process within this Agile framework. 

The paper is structured as follows. Section 2 characterizes the software development settings 
where high Sprint Velocities fluctuations are observed. Section 3 provides a structured approach for 
evaluating the possible forces at play causing the observed fluctuations. Finally, Section 4 presents 
conclusions. 

2 Context 

2.1 The Organization 

THE COMPANY (fictitious name for confidentiality reason) is a small non-governmental organization 
based in the United Kingdom with a staff of 44 employees. One of the services it provides to the local 
community is a volunteering web-based search engine. Since it was first released in the year 2000, it 
has become the leading website for finding volunteering opportunities in the country. In 2012, the 
search engine had over 1 million registered users and a monthly average of 186K unique visitors and 
3.2 million page views. The first version of the software was not designed to cope with this traffic; re-
sponse times were slow, new functionalities were needed, but the old codebase was difficult to adapt. 
To solve these problems, a complete rewrite of the system was commissioned.  

The new version of the website was written in-house and passed onto a newly formed team of 
developers to deliver it to production. The new team was formed in April 2011 and given full responsi-
bility for bug fixing and creation of new minor features. In December of that year the system went live, 
completely replacing the legacy codebase. For the following six months, the team focused on bug 
fixing and creating new administrative subsystems not present in the original software.  

2.2 Scrum Introduction 

Scrum is an empirical process control model founded on three pillars: transparency, inspection and 
adaptation [SB02, Sch04]. It states that software must be created in small increments that deliver 
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business value to the customer. Instead of big upfront designs and exhaustive bureaucratic plans, it 
fosters the creation of a slim project plan that is revised and augmented as the project develops. Each 
software increment is created in a time-boxed period called Sprint that usually lasts two to four weeks 
[Ken12].  

The steps for developing software with Scrum start with the creation of a prioritized list of re-
quirements called Product Backlog [Pic10]. Just before each Sprint, the team gathers in a Sprint Plan-
ning Meeting in which it estimates requirements from the Product Backlog and decides what can be 
implemented. Throughout the Sprint, the Daily Scrum meeting is carried out to identify issues and to 
communicate what each individual is working on. High visibility tools (i.e. Sprint Backlog, Sprint Burn-
down) are used to communicate progress to all parties. To close the short development cycle, the 
team carries out two meetings: Sprint Review, where developers showcase work that has just been 
completed, and a Sprint Retrospective, to identify process improvements. The final outcome of the 
Sprint is a potentially shippable software increment [Coh06].  

Release Plans are created using the two project measures of effort and capacity. Effort is 
measured in points and it is an abstract representation of requirements’ sizes. Capacity, also known 
as Velocity, is the rate of progress at which the team completes requirements; it is calculated at the 
end of each Sprint by summing up all points of completed requirements. By using the team’s actual 
Velocity it is possible to predict how much of the Product Backlog can be consumed in each future 
Sprint and to derive a Release Plan [Coh06, Gri12, SB02]. Trends in Velocity can also signal prob-
lems; Schwaber and Beedle identified patterns in Sprint velocities that indicate problems such as 
slipped release dates and the lack of proper velocity tracking [SB02]. 

Scrum identifies three main roles that work together daily throughout the project [SS11]. The 
Product Owner represents the business, provides a project vision, and generates requirements and 
their priorities. The Scrum Master, often a developer, ensures the correct implementation of Scrum. 
Lastly, the Development Team is composed of a cross-functional group of software developers. 

2.3 Scrum Implementation 

The project implemented Scrum as prescribed. All team members had prior experience with Agile 
methodologies, but only one knew Scrum in depth and had used it professionally. The framework was 
taught by the most experienced developer and achieved high buy-in from both developers and man-
agers. The project data set available refers to the usage of Scrum from June 2011 to June 2012. 

Throughout the 20 Sprints analyzed in this paper the team composition remains mostly un-
changed. There are 3 senior developers, 1 front-end specialist and at the 20th iteration a junior devel-
oper is added to the team. With the exception of the front-end specialist, all members develop all ap-
plication layers and create tests for each functionality. As defined by Schwaber and Beedle [SB02], 
the Development Team and the Product Owner are collocated and work together daily throughout the 
project. Requirements are written in the form of user stories [Coh04]. Estimations are done using a 
consensus-based technique called Planning Poker [Coh06] to quantify size (in points) of either new 
features or change requests. At the end of each two-week Sprints, all sizes of work items done are 
added together to what is known as Velocity, a widely used Agile metric [Ver11]. To the team, its Defi-
nition of Done [SS11] means the functionality is coded, verified by automated tests, approved by the 
Product Owner and stored under version control.  

2.4 The Project 

The project comprises one main application and eight web-based subsystems that support its opera-
tion. When considered as a whole, the codebase sizes up to over 50 KLOC, which is equivalent to a 
mid-sized system. 

Scrum identifies some high visibility tools to communicate progress from the Development 
Team to the rest of the organization [Coh09, Gri12]. Throughout the project both the Sprint Backlog 
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and the Sprint Burndown are maintained. The Sprint Backlog is a whiteboard where requirements are 
placed at the leftmost part of the board and are physically moved to the right to indicate the progress 
towards completion. The aforementioned whiteboard is divided into four sections, starting from the far 
left: Not Started, Started, Signoff Pending, and Done. Next to the Sprint Backlog, a Sprint Burndown 
chart shows the amount of work still left to be done in the current Sprint. The team works from one 
Sprint to another without planning a wider horizon with a release planning. In fact, this business deci-
sion complies with Scrum as the Sprint Planning Meeting is a mandatory activity whereas Release 
Planning is not [SS11]. For this project the lack of release planning is never a real issue, as new func-
tionalities are regularly delivered and deadlines met. 

Nevertheless, going forward with the project, it becomes evident that better scheduling allows 
the creation of more reliable plans and setting stakeholders’ expectations. In order to predict what can 
be accomplished, Scrum identifies historical Sprint Velocity as the most reliable forecast of future out-
comes [Coh06]. In that direction there are two techniques for predicting future performance and both 
are based on past accrued velocities. First, the velocity of each Sprint can be plotted to identify any 
trend that could signal problems [SB02]. Second, it is possible to calculate a confidence interval to 
understand the probability of future velocities and employ it in the creation of a reliable project sched-
ule [Gri12]. 

Figure 1 shows the Development Team’s velocity per Sprint. In the first three Sprints the team 
is getting used to the Planning Poker and Scrum - therefore, over optimism leads to somewhat inflated 
estimations. Turning to the analysis of abnormal Sprints, Sprint 1 marks the use of Scrum. In this 
case, the team is already acquainted with the codebase through ad hoc tasks given to them. Sprints 
15, 18 and 19 have zero velocity due to work on a new functionality based on new technologies that 
turn out to be problematic for production use. During Sprint 16, the team is engaged in the recruitment 
of a replacement for a senior developer. Finally, a previous employee familiar with the system is con-
tracted. 

 
Figure 1: Historical Sprint Velocity 

The descriptive statistics of the historical velocities show a median velocity of 36.5, standard 
deviation of 45.7 and mean of 49.2 points. Furthermore, there is 90% likelihood that in future Sprints 
the actual accrued velocity will fall between 20 and 75 points. The plot of the historical Sprint Velocity 
presents a strong downward trend that could signal problems. These prevent the creation of a reliable 
schedule for the project and, in fact, suggest that there is a process issue in play [Coh06]. 

The team follows Scrum as prescribed and uses the tools it provides to gauge the project’s 
progress. However, the preliminary analysis signals a potential problem related to the implementation 
of the methodology. In this respect, the Scrum framework does not describe a procedure to identify 
the root cause of the problem. Based on the analysis of the project data, the next sections give a de-
scription of the troubleshooting efforts carried out to uncover the causes of the velocity fluctuations. 
This allows deriving some general considerations on problems detection, which may lead to the crea-
tion of better project schedules in Scrum. 

3 Sprint Velocity Fluctuations Study 

The absence of clear guidelines on identifying root-causes of Sprint Velocity fluctuations compels 
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Scrum practitioners to employ exploratory troubleshooting efforts at their discretion. This section de-
scribes a structured approach for evaluating the possible forces at play causing the observed fluctua-
tions.  

3.1 Commitments Are Not Fulfilled 

The fulfilment of commitments by the team solidifies trust between developers and business people 
[Sch04]. As suggested by Cohn [Coh06], the Development Team decides what can be accomplished 
in a Sprint following the Consensus Driven approach. According to this technique, the team takes into 
consideration their availability and task complexities to decide what they can commit to. Even though 
the Development Team has free choice on deciding what they can commit to, they consistently fail to 
fulfil those commitments. 

In order to gauge the amount of commitments not fulfilled, it is possible to resort to a traditional 
(non-Agile) project management metric called Schedule Performance Indicator (SPI) [Gri12]. The SPI 
is calculated as the ratio of Earned Value on Planned Value. In the case of Scrum, it can be described 
as the total points completed at the end of a Sprint over the total points the team committed to in the 
Sprint Planning Meeting. The descriptive statistics of the SPI series present a median of 64.17% of 
commitments fulfilled and 90% likelihood that commitments will be honoured by 37% to 83% in a fu-
ture Sprint. When evaluating SPI, a useful complementary metric is Team Availability (TA), which is 
the percentage of developers available in the Sprint. Figure 2 shows the two aforementioned metrics 
in use. On Sprint 1 the team delivers 82% of the work it committed to while having 92% of the team 
present for the entire Sprint. It is important to note that either metric could potentially go beyond 100%, 
even if neither case ever occurred.  

 
Figure 2: Schedule Performance Indicator (SPI) and Team Availability (TA) 

The graphical analysis shows that commitments are only met three times out of twenty itera-
tions. It could be argued that the Development Team does not finish its work because its focus is de-
viated from the Sprint into other tasks that either have no assigned points or are not value-adding ac-
tivities (i.e. unscheduled meetings). Although these scenarios happen sporadically they are not the 
norm; time for meetings is always taken in consideration when committing to work during the Sprint 
Planning Meeting. For these reasons, SPI alone does not explain the high Sprint Velocity fluctuations, 
but provides input for further investigation. 

3.2 Correlation of Team Availability and Commitment Fulfillment 

While unaccounted leave (i.e. due to sickness) may lead to the systemic missing of commitments, SPI 
and TA present correlation coefficient of 0.12. In this respect, team availability does not provide a 
comprehensive explanation of the team poor commitment fulfilment. 
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3.3 High Work In Progress (WIP) 

Work in Progress may be an important factor in the analysis. Features that are too big to be finished in 
an iteration can lead to high Work in Progress (WIP). High WIP can cause at least two big problems 
[Coh06, Gri12]. First, it leads to high context switching which is known to decrease developers’ per-
formance. Second, it means that many tasks are started, but not completed at the end of the Sprint. 
By not meeting the team’s Definition of Done, those tasks are not added to the Sprint’s velocity 
[Coh06, Kni07]. To curb WIP, each developer avoids working in more than one story at the time.  

In addition, larger tasks (those longer than a day’s work) can slip from one Sprint to another, 
which results in high WIP and low delivery. To tackle this problem, larger tasks are broken down into 
smaller ones that can be completed in one work day and only some uncommon tasks are allowed to 
be at most three days. Furthermore, to create good quality estimations the Development Team follows 
[Coh06] and ensures that estimations are made relative to each other and created against a baseline 
of sample user stories. Hence, WIP is kept to a minimum and is not the culprit of high Sprint Velocity 
fluctuations. 

3.4 Team Dynamics and Rework 

Communication between developers and Product Owner is frequent and honest. This and the clear 
Definition of Done leads to small amount of rework and allows the team to solve any doubts during 
estimation sessions; in other words, the team is confident that they know all that is needed when esti-
mating. Team coherence is never affected by individuals different cultural backgrounds, as warns 
Cohn [Coh09], because of candid face-to-face communication. Although there could be politics in play 
pushing the team to over-commit, that is never the case.  

3.5 Hidden Complexity 

Ken Schwaber noted in his books that complexity in software projects is influenced by requirements, 
technology and people [SB02, Sch04]. When these factors interact, complexity rises and project con-
trol becomes increasingly challenging. In order to acknowledge complexity, projects can be catego-
rized as Simple, Complicated, Complex, or Chaos depending on technology certainty and require-
ments agreement. The rationale behind these categories helps identify the software development 
process that better adapts to each project. Simple projects can be controlled through any methodol-
ogy, including Waterfall; Complicated or Complex projects benefit most from empirical processes such 
as Agile; Chaos projects are highly unstable and cannot be properly controlled. Figure 3 [Nik13] (origi-
nal from [Sta99] and presented in the context of software development by [SB02]) presents a visual 
representation of project complexities interrelations.  

 
Figure 3: Project Complexity 

The project analyzed in this paper can be classified as Complex when taken as a whole be-
cause not all technologies involved are mastered by developers and some requirements are far from 



Session IV: Agile II 

EuroSPI 2013  4.7 

certain. If instead each subsystem is considered as a different project, different complexity classifica-
tions emerge. There is one Simple project, three Complicated projects, and five Complex projects. By 
aggregating subsystems in the aforementioned categories, it is possible to calculate confidence inter-
vals at 90% for their SPIs. The picture that forms is as follows (some activities are included in the 
whole sample, but excluded from the detailed project samples due to their specific nature that does 
not allow an objective association to a specific subsystem): 

 Simple: the team will meet their commitments by 81% to 100%  

 Complicated: the team will meet their commitments by 74% to 100% 

 Complex: the team will meet their commitments by 20% to 100% 

As it can be seen from the confidence intervals, the complexity of the modules directly influ-
ences how the Development Team meets their commitments. The Simple subsystem contains much 
more stable requirements and defined set of technologies, which allows for greater predictability of 
work. Whereas Complicated or Complex subsystems present both technological and requirement 
novelties that surface after commitments are made and code is being developed.  

This consideration allows explaining the root cause for the high Sprint Velocity fluctuations on 
a cause-effect basis. Each project’s subsystem has different levels of complexity with respect to re-
quirements and technologies. The Development Team does not account for these important differ-
ences in the Sprint Planning Meeting because it follows Scrum as prescribed that is creating estima-
tions for the project as a single unit. Commitments are made, but are often missed because require-
ments change and some technologies used are new to the Development Team. Hence, the accrued 
Sprint Velocities present great variations over time. This is of relevance for both the specific project 
and the Agile community because Scrum uses a single measurement of historical Sprint Velocity to 
derive a project schedule.  

Generally, the interpretation of the results of Scrum implementation greatly benefit from a 
more thorough analysis than that prescribed by the framework itself. In this sense, by detecting the 
specific impact of complexity in the components of one project we managed to clarify the root cause of 
what is observed to be large Sprint Velocity fluctuations. 

4 Conclusions 

This paper investigates possible reasons for high Sprint Velocity fluctuations in a Scrum project. Given 
that Scrum provides guidance on identifying process issues, but not their root causes, different ap-
proaches are explored. It is shown that Sprint Velocity fluctuations are caused by the team missing 
their commitments which in turn depends on the unaccounted complexities of different subsystems. 
This distortion occurs because Scrum is implemented as prescribed, that is, considering Sprint Veloc-
ity for the project as a single unit. Future research could formalize a Scrum extension to account for 
projects that have heterogeneous levels of requirements agreement and technologies certainty.  

These findings can aid Scrum practitioners in creating more reliable schedules based on his-
torical data. The use of historical Sprint Velocity along with the acknowledgement of the project’s SPI 
and confidence intervals for different system’s modules provide a more realistic project analysis than 
what currently is defined in the Scrum framework. In this respect, this paper contributes to improve the 
understanding of the software development process using this Agile framework. 
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Abstract 
 

In the paper, we propose a systematic process tailoring framework that is 
based on the business goals of companies as objective based likes define here, 
Goal Based Software Process Tailoring (GB-SPT). To be successful in imple-
menting a Software Process Improvement (SPI) program, the process tailoring 
mechanism used plays a very crucial role; however, tailoring is often done by 
inexperienced practitioner. A software process tailoring framework should help 
practitioner to appropriately decide what to tailor based on a scoring matrix 
which is calculated to reflect the project characteristics. The objectives of the 
project are defined using quality attribute and a scoring matrix. By adopting the 
concept of Value Based Software Engineering (VBSE), the scoring matrix is de-
fine here, “Goal Based Scoring Matrix (GBSM)”, also provides the information 
of contribution score gain per workload (E). 
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1 Introduction 

Software process tailoring is crucial because organizations have limited resources as stated in publi-
cations like [1], or [2]. Hence, software process models that were designed to cover all possible tasks, 
roles, artifacts etc. should be modified for a better resource utilization based on the project character-
istics [4]. Although software process tailoring is important and difficult, it is often done by inexperi-
enced practitioners. One important question is how to establish an appropriate tailored process based 
on defined project characteristics, even if an organization has a software process tailoring guideline. 
Several approaches propose process tailoring frameworks to cope with this tailoring problem (e.g. [6], 
[7], [8], [9], and [10]). 
Taking this situation into account, we intend to develop a process tailoring framework that supports 
practitioners to tailor software processes in a systematic way based on existing tailoring ideas [13], 
[14], [15], [16], [17], [18], and [19]. Besides that, the appropriate tailoring level is directly related to 
optimize resource utilization. Therefore, the main objective is to develop a tailoring framework that is 
value-driven [5]. The values of the Critical Success Stakeholders (CSSs) are characterized through a 
set of quality attribute. The contribution of software development activities to the quality attributes are 
determined and used as an indicator to judge the appropriate tailoring level for certain software project 
characteristics. 

2 Methodology 

Our methodology starts by analyzing the goals of the CSSs in order to identify the quality attributes 
that influence the behavior of the software process. This is based on the concept of Value Based 
Software Engineering (VBSE) [3] where the rational decision making always relies on the realized 
CSSs value. The VBSE theory is addressed and applied in the managerial aspects of software engi-
neering, plus considerations involved in the personal, cultural, and economic values [11]. VBSE inte-
grates the stakeholder’s value propositions into the system’s definition, design, development, deploy-
ment, and evolution. These processes are critical to the cost and associated value of system’s suc-
cess which is assessed by quantitative and qualitative sources. VBSE is unavoidably involved with 
software and information system product and process technology, and their interaction with human 
values [12]. 
From our point of view, the CSSs in software development can be classified in three basic groups; 
organizational management team, software development team and customer. The organizational 
management team is responsible to monitor the overall performance of software processes and re-
source utilization. The development team focuses on the working environment issues while the cus-
tomer obviously is interested in the quality of the developed software product. Table 1 shows some 
examples for major interests of these CSS groups. These interests influence the way we operate the 
software development process. 

Table 1. An example of the Quality Attribute following CSSs 

Critical Success Stakeholders 
(CSSs) 

Quality Attribute 

Organizational Management team Resource Utilization, Knowledge Base, Quality 
Assurance 

Software Development team Project Calendar, Project Risk Management 
Customer Defect 

 
From the value realized by CSSs in terms of quality attribute, we can categorize the quality attribute 

that affects the software processes as in Table 2. Each quality attribute has its own impact on consid-
eration to conduct software processes in either encourage or discourage way. By setting the nega-
tive/positive impact to the quality attribute, we can use it as a project characteristic for the tailoring 
process.  
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Table 2. An example of the Impact in Quality Attribute based on Tailoring Framework 

 
No. Quality Attribute Impact (Negative/Positive) 
Q1 Project Calendar Negative impact (-): Within the rushed project (time 

critical), the tailoring degree likely to be set for the 
most crucial activities only. 
Positive impact (+): With enough time, the project may 
include some more activities for a better project 
quality. 

Q2 Quality Assurance Negative impact (-): The unusual project needs extra 
care in some of software processes especially in the 
area of project management and quality assurance. 
Positive impact (+): The routine project that normally 
repeats its past activity may require far less monitoring 
than the unusual project one. 

Q3 Resource 
Utilization 

Negative impact (-): With limited resources, project 
deems to perform only top priority software processes. 
Positive impact (+): More profound range of processes 
to be included into project according to the available 
resources. 

Q4 Project Risk 
Management 

Negative impact (-): For unusual and inexperienced 
project, development team needs more support from 
extra software process to cope with the uncertainty 
and risk management. 
Positive impact (+): The nature of project that team 
member already gains enough background 
capabilities will less likely to be worried about lacking 
of risk preventive. 

Q5 Defect Negative impact (-): The unusual project needs more 
attention to the testing related software processes. 
Positive impact (+): The prototype project can tolerate 
more on error, so it could perform less aggressive 
testing related software process. 

Q6 Knowledge Base Negative impact (-):  The best practice project is 
required particular attention in the overall software 
process. This due to the fact that organization tries to 
develop the best practices as reference purpose. 
Positive impact (+): Contrast to the best practice 
development project, some extreme software 
processes can be omitted for simplicity. 

 
As described in Table 3, we also set up three levels of process characteristic that determine how 

important the process is in the context of quality attribute. In “Mandatory” characteristic, the process 
contributes major role in this quality attribute and it is definitely be included into the project. 

In the case of “Alternative” characteristic, even these process attributes are quite important but 
there are various choices to be selected from several groups of process path. These processes are 
grouped from its objective similarity. In the event of one path is selected; the other paths can be omit-
ted from the project. Normally these alternative process attributes are designed to respond various 
scenarios following different environment. 

For “Optional” characteristic, these process characteristics are important only for a certain case. 
Therefore, these optional characteristics are main target to be tailored for the project. 

Table 3. A definition of the level of Importance on Process Characteristic 

 
Level of Importance Description 

Mandatory Process is critical for quality attribute and 
have to be included into the project 

Alternative Process is important however it can 
implement in numbers of way that match up 
with the quality attribute 

Optional Process may be omitted in the case that 
irrelevant to the quality attribute 
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Furthermore, the weighted factors are added to the “Optional” process characteristics for reflecting 
the level of intensity related to the quality attribute. In our work, three organizational intensity levels are 
proposed as Preferable (Po), Neutral (No) and Less-relevant (Lo) according to the contribution level of 
process characteristic (see Table 5). 

In our software process tailoring framework, we also use the collection of spent workload (E) data 
(see Table 8) which means the man hour estimation to perform software processes. Based on contri-
bution score and workload data, we use them to calculate the Goal Based Scoring Matrix (GBSM) as 
a reference for judging the appropriate tailoring level of the project characteristic. 

Moreover, there are two definitions of threshold values, the contribution score (CS) which is organi-
zational threshold value and the GBSM threshold level value (see Table 13) which is contribution 
score per workload (CS/E) (see Table 9). Both of the values are based on software industrial or organ-
izational benchmarking.  

Normally, the process characteristic (important level, intensity level and workload) are subjects to 
be committed from responsible group of organization which may establish by a steering committee 
group like Software Engineering Process Group (SEPG) to consider its appropriation before using in 
the tailoring framework. 

3 The proposed of Goal Based Software Process Tailoring  
(GB-SPT) Framework 

The typical problem that occurs during the software process tailoring is how to decide the appropriate 
tailoring level. Therefore our proposed framework aims to help practitioner to design the process tailor-
ing mechanism in systematic way. Furthermore, organization should have the process tailoring ap-
proach that reflects to their valued realization. In our GB-SPT framework, the cost/benefit values are 
calculated in term of contribution score based on process and project characteristics which are related 
to the CS and GBSM for performing these characteristics. The CS and GBSM will be used as a guid-
ance to decide the appropriate tailoring level based on the process characteristic and project charac-
teristic from organizational process and project process respectively. These number are due to the 
fact that we should include high value of the contribution score from the process characteristics into 
our project while may omit the less contribution score by considering the organizational threshold val-
ue. 

The proposed GB-SPT framework consists of two parts; organizational process and project pro-
cess. By considering the flow of the process framework as we illustrate in Fig. 1, and we can summa-
rize the stage of tasks as follow:  

 Case of organizational process: 

Step 1. Organization specifies the quality attribute that associates with the value realized by CSSs 
in which can be stated in organizational policy and business goal. 

Step 2. Organization sets up process characteristics and stores as it part of an Organizational 
Standard Software Process (OSSP). The process characteristics include important level (Mo-
mandatory/Ao-alternative/Oo-optional) and the detailed of optional as an organizational intensity level 
(Po-preferable/No-neutral/Lo-less-relevant).  

Step 3. Organization sets up the organizational weighted distribution (WDo) for responding a pro-
cess tailoring to the quality attribute. 

Step 4. Organization identifies the workload (E) value to perform process characteristic which is 
specified as an organizational benchmark which refers to man-hour (M-H) of a person to perform a 
strenuous task over time based on organizational definition. 

Step 5. Organization specifies the organizational threshold value for the contribution score (CS) and 
the Goal Based Scoring Matrix (GBSM) as guidance to decide the appropriate tailoring level. The level 
of threshold can derive from assessment model in which organization uses as a reference model in 
software process improvement program. 

 Case of project process: 
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Step 6. According to the project goal based on quality attributes, the project leader specifies the 
project characteristic as the project weighted distribution (WDp) in term of a project intensity level (Pp-
preferable/Np-neutral/Lp-less-relevant). 

Step 7. From step 6 then, using the project weighted distribution (WDp) and spent workload (E) data 
from part of organization to calculate the GBSM. 

Step  8. From the contribution score, project leader can decide the appropriate tailoring level by 
comparing the project values with the CS and the GBSM (CS/E) threshold values which is set up from 
the organizational benchmarking value based on the reference assessment model and finally,  

Step 9. The result will be software project life cycle process (SPLCP) that responds to the tailored 
process depend on quality attributes in which are derive from project goals and environments. 

 

n

Organization Policy/Goal

Quality Attribute

Organizational 
DLC

Level of Importance
(Mo/Ao/Oo)

Organizational-
Intensity (Po/No/Lo)

Weighted 
Distribution

Workload (E)

Threshold 
Values

GBSM

Excluding

Including

SPLCP

Assessment 
Model

Y

N

1

2

3

4

5

7

8.1

9

8.2

Organization 
Process

Project
Process

Project Intensity
(Pp/Np/Lp)

Organization Standard 
Software Process (OSSP)

Project Environment

6

8

Project Characteristic

Process Characteristic

 
Fig. 1. Goal Based Software Process Tailoring Framework 

Table 4 shows an example of process characteristic which is identified quality attributes in term of 
weighted factor based on process characteristic and intensity level. The organizational weighted fac-
tors (Wo) are set as a property of the process attribute that reflect to established quality attribute. The 
value of weighted factor is determined according to the process attribute. The Mandatory (Mo) group 
and Alternative (Ao) group are set at “1.0”. While “Mandatory” indicates this process must be included, 
“Alternative” process will only be selected one from the selecting group.  

For the “Optional (Oo)” group, the Wo of process characteristic is set according to its intensity level; 
preferable (Po) level is set to “0.75”, neutral (No) level is set to “0.50” and less-relevant level (Lo) is set 
to “0.25” as shown in Table 5. 

Table 4. An example of the Px and the Organizational Weighted Factor (Wo) 

The Organizational Process Characteristic: PX 

Quality Attribute 
Level of Im-

portance 
(Mo/Ao/Oo) 

Level of Intensi-
ty 

(Po/No/Lo) 

Organizational 
Weighted Factor 

(Wo) 
Q1-Project Calendar Mo - 1.00 
Q2-Quality Assurance Ao - 1.00 
Q3-Resource Utilization Oo Po 0.75 
Q4-Project Risk 
Management 

Oo No 0.5 

Q5-Defect Mo - 1.00 
Q6-Knowledge Base Oo Lo 0.25 
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Table 5. A definition of  the Organizational Process Characteristic (Px)  
with the Organizational Weighted Factor (Wo) 

 
The Organizational Process Characteristic: Px 

Level of Im-
portance 

(Mo/Ao/Oo) 

Level of Intensity 
(Po/No/Lo) 

Organizational 
Weighted Factor 

(W0) 
Mo- Mandatory  1.00 
Ao- Alternative  1.00 
Oo- Optional Po- Preferable 0.75 

No- Neutral 0.50 
Lo- Less-relevant 0.25 

 
From the organizational weighted factor (Wo), we set each process characteristic in response to 

quality attribute, the weighted distributions which are calculated within the group of “Optional” charac-
teristic. Because we would like to keep the existence of “Mandatory” and “Alternative” group then we 
will justify the tailoring level only for the “Optional” group.  

The weighted distribution of the process characteristic “Px” responded to the quality attribute “Qi” in 

the form of the organizational weighted distribution (WDo) which is normalization as  where “n” is 
the number of quality attribute in the “Optional” group. Table 6 shows the result of the organizational 
weighted distribution (WDo) for process characteristic “Px” as illustrated based on objectives/goals 
based scoring model [5] as an example in table 6 that is normalized from an example in table 4. 

Table 6. An example of the Px and the Oraginzational Weighted Distribution (WDo) 
The Organizational Process Characteristic: Px 

Quality Attribute 
Organizational Weighted Distribution 

(WDo) 
Q1-Project Calendar 1.00 
Q2-Quality Assurance 1.00 
Q3-Resource Utilization 0.50 
Q4-Project Risk 
Management 

0.33 
Q5-Defect 1.00 
Q6-Knowledge Base 0.17 

 
Furthermore, the justification of tailoring level reflects to the project characteristic which calculated 

by using the organizational weighted distribution (WDo) as shown in Table 6. Definitely, the project 
information is present “project goal” in term of “quality attribute” value which is provided by a project 
leader. Moreover, organization will be prepare reference judgments described in Table 2 for informing 
project leader to decide based on the project goal as “project characteristic” in term of the project 
weighted distribution (WDp) which means how important quality attributes are in different project envi-
ronment. 

The WDp is determined through the important levels which are preferable (Pp), neutral (Np) and less-
relevant (Lp) as illustrated in Table 7. The project leader has to specify each quality attribute with one 
of three intensity levels (Pp/Np/Lp), and then process tailoring framework will transform those important 
levels into weighted factor by calculating the contribution score. The transformed weighted factors are 
set as “0.75” for preferable, “0.50” for neutral and “0.25” for less-relevant. 

Table 7. A definition of the the WDp values According to the Level of Intensity 

Project X Project Weight Distribution (WDP) 
Q1 Q2 Q3 Q4 Q5 Q6 

Level of Inten-
sity 

(Pp/Np/Lp) 

0.75/ 
0.50/ 
0.25 

0.75/ 
0.50/ 
0.25 

0.75/ 
0.50/ 
0.25 

0.75/ 
0.50/ 
0.25 

0.75/ 
0.50/ 
0.25 

0.75/ 
0.50/ 
0.25 
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The contribution score (CS) is the production between organizational characteristic and project 

characteristic (CS=WDo*WDp). The mean value of these contribution scores ( ), where “n” is the 
number of quality attributes (here in our example “n = 6”), represents the process contribution to the 
quality attribute that realized as objectives/goals in project environment.  

In General, the process characteristics are yielding a high contribution score reflect its importance 
to the organizational and project characteristic. In this case, the contribution scores with the lower val-
ue than the defined threshold value are targeted to be tailored out. In term of comparing, the process 
contribution score with organizational threshold value, we can systematically judge the appropriate 
tailoring level rely on the organizational benchmarking value. 

However, the appropriate tailoring level is not justified only with the contribution score (CS) value 
which is higher than threshold value but also take the economical point of view into account. To abide 
this idea, the workload (E) data that indicate the effort to conduct the process characteristics are col-
lected in term of man-hour. This workload data are periodically collected from the observation in their 
development environment. This will ensure that the information reflects closely to the practical use in a 
time appropriate. 

The workload is consists of three levels according to how much man-hour needed to perform pro-
cess characteristics as in Table 8. The workload weighted factor (WDe) three levels are set in the 
same concept of intensity level as 0.75 for level 3 (hard), 0.50 for level 2 (normal) and 0.25 for level 1 
(light).  

Table 8. A definition of the Degree of Workload and the Workload Weighted Factor (WDe) 

 

Degree of Workload Workload Value (M-H) 
Workload Weighted Factor 

(WDe) 
        Level 3 (Hard) E >= 20 0.75 
        Level 2 
(Normal) 

10 =< E < 20 0.50 

        Level 1 (Light) 0= < E < 10 0.25 
 

The GBSM that used for judging the appropriate tailoring level is the result from the contribution 
score divided by workload (CS/E) as illustrated in Table 9. The value of E here is the weighted factor 
that be transformed from the workload level as described in Table 8. 

This GBSM shows the contribution level of each process characteristics responded to the project 
goal as a contribution score gain per workload. The comparison between scoring matrix and organiza-
tional threshold value can be used as guidance for project leader to decides the appropriate tailoring 
level (CS/E should be more or equal to threshold value). 

Table 9. A definition of the Goal Based Scoring Matrix (GBSM) concept 

 
 Goal Based Scoring 

Contribution Score  
per Workload 

Process
A 

Process
B 

ProcessC Process
D 

… Process 
N 

CSpA/Ep
A 

CSpB/Ep
B CSpC/EpC CSpD/Ep

D … CSpN/Ep
N 

 
The final software project life cycle process (SPLCP) will be revise from tailoring procedure by using 

GBSM which is based on process and project characteristics that are categorized as “Mandatory” and 
“Alternative”. In summary, all of the “Mandatory” processes will be included into the project while the 
“Alternative” will select only one from the alternative groups. Lastly, “Optional” is selected from contri-
bution score and scoring matrix values. 

4 Simulating Goal Based Software Process Tailoring (GB-SPT) Framework 
and Example 

We demonstrate our proposed for GB-SPT framework, the process and project characteristics are 
selected to show the idea of using quality attribute as objectives/goals for tailoring software process to 
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fit the project environment. Fig. 2 illustrates an example of the “Project Planning” process in our envi-
ronment which is composes of four procedures which are respectively defining as create project defini-
tion, establish work break down structure (WBS), calculate project estimation, then review and commit 
the project confirmation. Regarding from this simulated example, agile is selected among three alter-
natives of software development lifecycle (SDLC) model which are selected from Waterfall, Adaptive 
and Agile SDLC model.  

In this simulation, we shown an example of the alternatives and the process characteristic of “pro-
ject planning” from OSSP as well as the scenario that quality attributes are set as “PNLLPN” in case Y 
and “PNLLNN” in case Z as shown in Fig. 3. 

 

1. Project Definition

Step of Procedure

2.1 Project SDLC-WBS 
(Waterfall)

2.2 Project SDLC-WBS 
(Adaptive)

2.3 Project SDLC-WBS 
(Agile)

3.1 Project Estimation 
(Waterfall)

3.2 Project Estimation 
(Adaptive)

3.3 Project Estimation 
(Agile)

4.1 Review & 
Confirmation (Waterfall)

4.2 Review & 
Confirmation (Adaptive)

4.3 Review & 
Confirmation (Agile)

A simulation of the process tailoring pathway:  The Process Guideline for Project Planning

Level of Importance:
Mo- Mandatory
Ao- Alternative
Oo- Optional

M A A O

Start

End
Quality Attribute:

Q1- Project Calendar
Q2- Quality Assurance
Q3- Resource Utilization
Q4- Project Risk Management
Q5- Defect
Q6- Knowledge Base

(Agile SDLC Model)

1

2 3 4

Organization 
Process

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Step of Procedure

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

Workload (E)

Quality Attribute

Level of Importance 
(M/A/O)

 
 

Fig. 2. An example of the Process Tailoring Simulation in “Project Planning”  
by selecting “Agile” pathway from OSSP 

1. Project Definition

1.Define Scope (E=8)
2.Define Charter (E=4)

2.3 Project SDLC-WBS 
(Agile)

1. Define Tasks (E=6)
2. Define Schedule (E=6)
3. Define RACI (E=4)

3.3 Project Estimation 
(Agile)

1.Estimate Time (E=12)
2.Estimate Budget (E=8)
3.Establish QA Plan(E=12)

4.3 Review & 
Confirmation (Agile)

1.Review Plan (E=4)
2.Stakeholder  

Commitment (E=2)
3.Establish MOM (E=2)

A simulation of the process tailoring pathway:  The Process Guideline for Project Planning

Level of Importance:
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Oo- Optional (0.25-0.75)

M

A A O

Start
End

Q1

E= 12 Man-Hour

Quality Attribute:
Q1- Project Calendar
Q2- Quality Assurance
Q3- Resource Utilization
Q4- Project Risk Management
Q5- Defect
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Agile 
SDLC
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1

2 3 4

Organization 
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Q2 Q3 Q4 Q5 Q6

P N L L P N

- - - - P -
Intensity

Intensity

Q1

E= 16 Man-Hour

Q2 Q3 Q4 Q5 Q6

M M A A O A

- - - - P -
Intensity

Level of Importance
Q1
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Q2 Q3 Q4 Q5 Q6

M M M A A M
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Fig. 3. An example of the simulation for Case Y and Case Z in “Agile” pathway 
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From Fig. 3, we capture an example of “4.3 Review & Confirmation (Agile)” as “P4” process to de-
scribe a detail of setting the process characteristic and the organizational weighted factor (Wo) as 
shown in Table 10. Then, table 11 shows the result of the organizational weighted distribution (WDo) 
according to the Wo. 

 
Table 10. An example of the P4 process and the organizational weighted factor (WDo) 

 
Process: P4-Review & Confirmation (Agile) 

Quality Attribute 
Process Attrib-

ute 
Intensity 

Level 
Organizational  

Weighted Factor (WO) 
Q1-Project Calendar A - 1.00 
Q2-Quality Assurance A - 1.00 
Q3-Resource Utilization O L 0.25 
Q4-Project Risk 
Management 

O N 0.50 

Q5-Defect M - 1.00 
Q6-Knowledge Base M - 1.00 

 

Table 11. An example of the WDo of P4 process according to Wo from Table 10 

 
Process: P4-Review & Confirmation (Agile) 

Quality Attribute 
Organizational  

Weighted Factor (WO) 
Organizational Weighted  

Distribution (WDo) 
Q1-Project Calendar 1.00 - 
Q2-Quality Assurance 1.00 - 
Q3-Resource Utilization 0.25 0.25/(0.25+0.50) = 0.33 
Q4-Project Risk 
Management 

0.50 0.50/(0.25+0.50) = 0.67 

Q5-Defect 1.00 - 
Q6-Knowledge Base 1.00 - 

 

According to the steps we described in section 3, the result of contribution score (CS) as display in 
Table 14. This is based on this project scenario case Y (PNLLPN) as shown in Table 12. From our 
preliminary setup of organizational threshold value as 0.45 as display in Table 13, this CS result 
shows that the tailoring framework will not recommend any processes to be left out from this project 
scenario. 

Table 12. An example of the Project Intensity Value of the case Y and the case Z 

Case Y: Project Intensity Value 
Q1 Q2 Q3 Q4 Q5 Q6 
P N L L P N 

0.75 0.50 0.25 0.25 0.75 0.50 
 

Case Z: Project Intensity Value 
Q1 Q2 Q3 Q4 Q5 Q6 
P N L L N N 

0.75 0.50 0.25 0.25 0.50 0.50 
 

Table 13. An example of the Organizational threshold value 

 
Organizational threshold Value 

Contribution Score (CS) 0.45 

Contribution Score/Workload (CS/E) 0.90 
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As stated earlier, the workload (E) are observed and set up in terms of man-hour and transformed 
into threes level of the workload weighted factor (WDe)as shown in Table 8. The GBSM, which takes 
the workload (E) into account, is calculated as (CS/E) and the results are displayed as in Table 15. For 
GBSM threshold value that was set at 0.90 which formulate from 0.45 divide by 0.50 which is a mid-
weighted factor point of “Level of workload”, then, the process P3 is recommended to be tailored out 
from this project scenario. Then finally, we left the process P1, P2 and P4 after our GB-SPT framework 
for the case Y. 

Table 14. The Simulation of Contribution Score (CS): Project Planning (P1-4) 
in the case Y (PNLLPN scenario) based on CS threshold = 0.45 

 
  Goal Based scoring 

Contribution Score (CS) 
Process

1 
Process

2 
Process

3 
Process

4 
0.58 0.58 0.58 0.49 

 

Table 15. The Simulation of Goal Based Scoring Matrix (GBSM): Project Planning (P1-4)  
in the case Y (PNLLPN scenario) based on CS/E threshold = 0.90 

 
Quality  

Contributions per 
Workload 

Goal Based scoring of Project Planning (P1-4) 
P1 P2 P3 P4 

CS 0.58 0.58 0.58 0.49 
E 0.5 0.5 0.75 0.25 

CS/E 1.17 1.17 0.78 1.94 
 

 
 
From Table 14 and 15 above, we also demonstrate the different result from dissimilar project 

scenarios based on a project intensity value as the scenario case Z which is set (PNLLNN) as shown 
in table 12, the result of the contribution score (CS) and the GBSM are shown in Table 16, and Table 
17. 

 
 
 
 
 

 

Table 16. The Simulation of Contribution Score (CS): Project Planning (P1-4)  
in the case Z (PNLLNN scenario) based on CS threshold = 0.45 

 

  Goal Based scoring 

Contribution Score (CS) 
Process

1 
Process

2 
Process

3 
Process

4 
0.46 0.46 0.46 0.42 

 

Table 17. The Simulation of Goal Based Scoring Matrix (GBSM):: Project Planning (P1-4)  
in the case Z (PNLLNN scenario) based on CS/E threshold = 0.90 

 
Quality  

Contributions 
per Workload 

Goal Based scoring of Project Planning (P1-4) 
P1 P2 P3 P4 

CS 0.46 0.46 0.46 0.42 
E 12 16 32 8 

CS/E 0.92 0.92 0.61 1.67 
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With the same organizational threshold level as CS value, now in this project scenario (PNLLNN) 

the process P4 is also recommended to be tailored out from this project. For GBSM threshold value 
that was set at 0.90, the process P3 are also recommend to be tailored out from this project scenario. 
Again, finally, we left the process P1 and P2 after our GB-SPT framework for the case Z. 

Simulations here show how we can use quality attribute for process tailoring mechanism. By setting 
the quality attribute that fit to the project environment and also the appropriate organizational threshold 
value, then our proposed framework can recommend the tailoring level in systematic way. The result 
of objectives/goals based scoring matrix gives a set of process that contributes most value to the pro-
ject goals. Then we can use it as an initial set of process tailoring framework for further necessary 
adjustment. 

5 Conclusions and Future works 

This research proposes the idea of developing the systematic process tailoring framework as GB-SPT 
that respond to the organizational value realization point of view as well as the project environment. 
The judgment of tailoring level is based on the quality attribute which is established by the organiza-
tional Critical Success Stakeholders (CSSs). The quality attribute is distributed to calculate the contri-
bution score (CS) for process and project characteristics. The underlying idea of Value Based Soft-
ware Engineering (VBSE) is to conduct a process and project value which is used to calculate the 
contribution score gain per workload ratio in terms of quality attribute. The project is systematically 
determined by considering the GBSM. 

To enhance the advantage of using this GB-SPT framework, we plan to add indicator which can re-
flect to the industrial standard like Capability Maturity Model Integration (CMMI). This enhancement 
will ensure that not only does the appropriate tailoring level which is consider the contribution score or 
quality gain per workload but it also supports the need of industrial standard. 
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Abstract 

Organizational software process improvement offers a key opportunity for organizations to be-
come more efficient. As consequence the software industry, among others, is more interested in it. 
However, one of the most common issues identified when an organization tries to implement a 
software process improvement initiative is the difficulty that they must face in the selection of the 
reference model and its adaptation to their current scenario. Moreover, selecting the wrong refer-
ence model according to the way the organization works becomes a trigger to increase resistance 
to change. In this context, effective integration of models and standards means a tool that improve 
information sharing and communication that can play a crucial element for the implementation of 
multi-model environments to be used as reference model in software process improvements. In 
this sense, knowledge management technologies have proved to be highly promising for support-
ing this integration. In this work, an ontological framework is presented as the technology for in-
formation and knowledge models sharing. The paper includes the development of the model 
process ontology that is considered a key element toward providing the right knowledge manage-
ment in multi-model environment according to organization business goals needs to implement 
software process improvements. 
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1 Introduction 
Nowadays, software stands for a main building block in developing the activities of many companies and 
organizations since it creates added value to products and services. As a result of the increasing impor-
tance of software, new challenges and demands on software development, operation and maintenance 
appear [1]. Then, the software industry is becoming an important factor in the core of the economy around 
the world. In this context, it is well known that the quality of software products is largely dependent on the 
processes that are used to create it [2], therefore, the process improvement allows organizations to create 
strategic advantages with respect to its competitors [3]. 

However, although many organizations are motivated to improve their software processes, very few know 
how to do so in a proper way. One of the problems of introducing process improvement in organizations is 
because they are under mandatory or market pressure to use more than one improvement model [4]. 
According to Lisa Marino and John Morley [5], three out of every five large organizations are already fac-
ing the challenges of using multiple models to meet the organizational business goals. 

As a solution, organizations worldwide are adopting several international standards and models, in an 
effort to improve their processes [6]. However, the difficulty of implementing successfully process im-
provement using multi-model environments as reference is well known. Two issues associate with this 
difficulty are: a) select what models or process areas make sense for each organization [7] and 2) collect 
and process huge amounts of data that must be managed in those models and standards. 

Therefore, the goal of this paper is to present a knowledge management framework that supports the 
establishment of multi-model environments as reference to implement software process improvements. 

This paper is structured as follows: section two presents the background; section three presents the 
knowledge management framework; section fourth describes the development of the knowledge man-
agement framework; section five presents the knowledge management framework usability and; finally, 
section six shows the conclusions. 

2 Background 

The method showed in this paper was developed as an evolution of the method proposed by a methodol-
ogy for a gradual and continuous software process improvement, focusing on minimizing change resis-
tance called MIGME-RRC (its Spanish acronym) [8] to analyze external best practices. After analyzing the 
method, our research team identified the next findings: 1) the method needs to identify business goals and 
2) the method needs support to integrate different models and standards. Based on the findings two ac-
tions were performed as follows: 

  

2.1 Updated Multi-model Method 

Key activities in order to formalize tacit knowledge and asses the process performance are included 
based on “identifying best practices method” and “assess the organizational performance” from MIGME-
RRC methodology. 

Using a top-down approach to establish the multi-model environment, the updated method is composed of 
5 steps: 1) Identify organizational business goals; 2) Identify internal best practices, 3) Assess organiza-
tional current practices performance, 4) Priority process areas 5) Analyze external best practices and 6) 
Identify dependences. The updated method is showed in Figure 1. 

As Figure 1 shows, the updated method starts formalizing and understanding the business goal. Then, the 
organizational knowledge is analyzed identifying the internal practices that are carried out in the organiza-
tion. After, the organizational internal practices performance is assessed. Next, depending on the internal 
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practices performance, process areas are prioritized to address the improvement effort. Then, external 
best practices are analyzed to select those practices that will be included in the multi-model environment. 
Finally, the analysis of dependences among best practices is done and the multi-model environment is 
integrated. 
By this way, the resulted method helps organizations in the use of a multi-model environment as reference 
model, based on the needs of organizational business goals, the current organizational knowledge and 
having into account the dependences between the current practices and the external practices to be im-
plemented. By this way organizations are able to choose those external practices that best fit the way they 
work and make more efficient its processes. 

 
Figure 1. Multi-model updated method 

2.2 Fidings After Appliying the Updated Muti-model Method 

The first four steps of the updated multi-model method have been applied to a set of SMEs of software 
development from Zacatecas, México. After applying these phases, there were achieved the target to 
address the improvement effort. However, there were highlighted some needs in order to optimize the use 
of the method too. 
Next, there are listed the identified needs: 

 The analysis and formalization of tacit information takes a lot of time because the interviews generate 
too much information, so it difficult its analysis. 

 The mapping among models and standards implies huge amounts of information 
  The time to provide a multi-model environment takes more than tree moths because the amounts of 

information that must be analyzed. 

In this context, it is important to remember that SMEs features such as, limited customers with high de-
pendency, projects with short delivery time, limited staff with many activities, lack of processes culture, 
and lack of resources. Then, the three findings above mentioned difficult the application of the updated 
multi-model method because of the time that represent to applied it. 
This reason highlights the need to provide support to the updated multi-model method in order to make it 
more effective to implement multi-model improvements in SMEs. Even if the method is applied to large 
organization the time of performing it can be significantly reduced. 
Therefore, after performing a systematic review focused on identify expected requirements in support 
tools for software process improvement in SME’s [10], there were focused the use of ontologies and folk-
sonomies as a solution to manage huge amount of information in the improvement domain. 

Besides, we believe that providing a knowledge management framework should meet the optimization of 
the updated multi-model method requirements as follows: a) representing the resource model, which 
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comprises the different economic, human, informatics and material devices; b) representing the procedure 
model, which stands the strategy for carrying out a process; c) defining the sequence of activities for the 
transformation or development of software and the associated products; and d) providing the right 
knowledge management in multi-model environment according to organization business goals needs. 

Next sections, define the Knowledge management framework proposed by this research work.  
 

3 Knowledge Management Framework 

Ontologies are emerging as a key solution to knowledge sharing in a cooperative business environment, 
since they can express knowledge and knowledge relationships with clear semantics. Then, ontologies 
play an important role in forthcoming information-management solutions to improve the integration of in-
formation in processes domain.  
This work applies semantic technologies for the representation of standard and models processes to es-
tablish a multi-model environment. Therefore, the updated multi-model method proposes to use an ontol-
ogy as support that should be general enough to be applied to any software process organization. Addi-
tionally, this ontology can be used as a straightforward guideline for standardizing processes. 
To achieve this, the knowledge management framework proposed in this research work comprises the 
development and application of one folksonomy and two ontologies, as follows: 

 Tacit Process Folksonomy: it is in charge of facilitating the modeling and formalization of tacit knowl-
edge extracted from the organizational processes and process users. 

 Process Model Ontology: it is in charge of refining processes previously modelled standardizing them 
(e.g. the project planning process currently performed in an organization). It is also in charge of simpli-
fying the processes posed by the different software processes improvement technologies (e.g. project 
planning processes from the CMMI or ISO-15504). 

 Ontology for Software Process Improvement Technologies: this ontology is in charge of integrating the 
different technologies focused on helping organizations to improve their processes. The aim of this 
ontology is to identify the common and minimum software improvement components found within the 
technologies. Those components are directly related to different process best practices, which are 
considered key elements in software process improvements. 

By this way, once the process has been captured and standardized, the proposed knowledge manage-
ment framework stands for an opportunity to suggest the use of best practices which best fit and cover the 
essentials issues of an organization in order to have a more efficient process improvement. 

4 Development of the Knowledge Management Framework  

As mentioned in last section, the knowledge management framework proposed in this research work has 
been divided in three phases; due to process is the core of this research work, as first phase, this re-
search work is presenting the development of the process model ontology. This ontology aims to have a 
common terminology of processes. Then, the ontological development and application cycle methodology 
presented in [11] has been applied in order to develop the process model ontology. Following sections 
describe the phases proposed by PDCA methodology to develop the process model ontology. 

4.1 PDCA Methodology 

To develop a support to integrate different models and standards this work uses the Plan, Do, Check 
(Study) and Act (by its acronym PDCA) cycle methodology [11]. PDCA methodology allows us to design 
an ontological model that supports the multi-model updated method. As Figure 2 shows, PDCA proposes 
a cycle of four steps for problem solving that includes: planning (definition of a problem and a hypothesis 
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about possible causes and solutions), doing (implementing), checking (evaluating the results), and action 
(back to plan if the results are unsatisfactory or standardization if the results are satisfactory) [11].  

 

Figure 2. PDCA methodology [11] 

 
The PDCA cycle emphasizes the prevention of error recurrence by establishing standards and the ongo-
ing modification of those standards [11].   
The PDCA cycle is applicable to all types of organizations and to all groups and levels in an organization, 
and some important issues attained are well known as it: (1) provides a framework for the application of 
improvement methods and tools; (2) allows project plans to adapt as learning occurs, (3) provides a sim-
ple way for people to empower themselves to take action that leads to useful results in the pragmatic tra-
dition of learning, and (4) facilitates the use of teamwork to make improvements [11]. 

4.2 Plan Phase 
As first step from the plan phase, the scope of the process model ontology has been defined and formal-
ized. Specifically the domain lies in the structuration of different processes that are found in software de-
velopment organizations. Then, it is necessary to capture the essentials of a wide range of process activi-
ties related to software development and maintains and the associated products. Those functions have 
been semantically modelled using the necessary components for describing a process. 

As second step in this phase, it is necessary to define the domain to be modelled based on adequate 
sources of knowledge. The sources of knowledge are encompassed by international software process 
improvement technologies such as Capability Maturity Model and Integration for Development (CMMI-
DEV) [12]; Team Software Process (TSP) [13]; Project Management Body of Knowledge (PMBOK)[14]; 
ISO/IEC15504 Information technology – Process assessment [15]; ISO 9001:2000- Quality Management 
System [16] and ISO/IEC 12207-2008 [17]. Even more, the use of another standard of production proc-
ess, specifically ANSY/ISA- standards, has been used allowing a better model characterization. Besides, 
the web ontology language (OWL) has been used for modelling the ontology (following the language of 
previous works [11]). 
It is important to highlight that for this process model ontology a software process is a set of activities, 
methods, practices, and transformations which people use to develop and maintain software and the as-
sociated products [18]. In a more specific way, the software process should establish both the manage-
ment and technical environment in which tools; methods and people are applied in order to perform the 
task of developing software. 
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Therefore, to talk about software process implies: 1) identify roles and specific activities; 2) establishes 
metrics and 3) provides input and output criteria for each step related to the software development and it 
related products [19]. 
 

4.3 Do phase 

A glossary of terms has been developed containing and identifying the usable and potential terms, as well 
as, their right meaning for the process domain. Then, the main components of the process domain are 
gathered from the sources of knowledge and listed on the glossary of terms. Table 1 shows a part of the 
entire table which consist of 34 key potential terms we have identified for process domain.  

Table 1. Concepts related to the software process domain 

Action The state of doing. Minor processing activity (lowest level of processing 
activity) 

Activity Measurable amount of work performed to convert inputs into outputs. It is 
composed by a set of actions. 

Availability Perform its designated or required function. It is the aggregate of the re-
source's accessibility, reliability, maintainability, serviceability, and security. 

Change A variation, deviation, or modification in the current state. 
Continuous 
Improvement 

The action of improve continuously the efficiency of a process 

Customer Satisfaction The degree of satisfaction provided by the goods or services of a company 
as measured by the number of repeat customers. 

Customer An individual or organization that receives or consumes products (goods or 
services) and has the ability to choose between different products and 
suppliers. 

Development An event constituting a new state in an individual process to meet specific 
objectives or requirements. 

Environment The sum total of all surroundings of a process which provide conditions and 
its development 

Goal An aim or desired result. A projected computation of affairs that a person or 
a system plans or intends to achieve. 

Process A major processing activity that usually results in a change in the input ele-
ment in the initial state. 

The aforementioned terms are formalized in a taxonomic manner considering the “is-a” property. As a 
result, the whole domain is organized in seven top terms or classes, as shown in Figure 3. Each top class 
unfolds their corresponding subclasses. It is important to mention that description logic (DL), automatically 
name to the root class as Thing (owl:Thing). 

In order to identify the properties that relate the new classes of ontology contained in the taxonomy, the 
following verbs have been proposed: to carry out, to define, to fulfill, to derive, to improve, to has and to 
provide among others. Besides, the properties of the ontology have been identified and the data and the 
object type properties established the relationship among the classes of the taxonomy. A list of some of 
the object and data type properties is presented in Tables 2 and 3. 
The restrictions and axioms build constraints between the properties are mentioned in Tables 2 and 3. 
Some examples of restrictions are quantifier restrictions, cardinality restrictions and hasValue restrictions. 
Finally, ontology model contains 67classes and 57 properties. The ontology has been edited in Protégé 
[20], which is a description logic reasoning system. Protégé is widely used open source ontology and 
knowledge based editor. 
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Figure 3. Process model ontology domain 

Table 2. Example of object properties relating to software process classes 

Property Domain Range 
makes_up Action individualProcess 
provided_by CustomerSatisfaction Customer 
has_measurement CustomerSatisfaction Measurement 
is_ruled_by Activity Policy 

Table 3. Example of data properties relating to software process classes 

Property Domain Range 
finalTime TimeInterval Date time 
InitialTime TimeInterval Date time 
maxValue TimeInterval Float 
referenceName TimeInterval String 
unitofMeasure TimeInterval String 
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4.4 Check phase 
In this phase, the language and the conceptuality have been checked with the support of experts in the 
domain to ensure that the ontology process model meets the user's requirements. The ontology validation 
has been supported by a short informatics application, which allows to navigate through the ontology via 
web and to make annotations about the structure of the classes and the properties between them. Basi-
cally the ontology has been checked by members of Software Engineering Doctors expert on software 
process improvements of CIMAT- Zacatecas Research Center. All of them involved in process, software 
process improvement and multi-model domain. Besides, to check the ontology use, reasoners such as 
RacerPro Reasoner from Protégé and Pallet Reasoner from Swoop were used to validate the consistency 
of the model resulting in a successful compilation (see figure 4). 

 

 
Figure 4. Successful reasoning of process ontology consistency 

4.5 Act phase 
This phase comprises all the actions over the model necessary to repair the defects and suggestions 
arisen from the check phase. Although additional actions have been defined, the number of actions has 
decreased as a result of the model debugging, which eliminated unnecessary or unused restrictions. Fi-
nally, all the changes made in the ontological model, must be recorded in the documentation of the pro-
ject. In addition, all the changes related to the use of the current model must be monitored, checked and 
recorded. Again, all the formal changes and the aggregation of arguments must be recorded in the docu-
mentation of the project. 

5 Knowledge Management Framework Usability 

Software process improvement provides a way to create strategic advantages to organizations in order to 
be more efficient and therefore competitive. However, the implementation of software process improve-
ments has not have the expected results mainly because the difficulty that an organization faces when 
adapting the selected reference model to their current scenario [21] [22]. 
 Then, the use of multi-model environments as reference to implement software process improvements 
has been raised. However, using multi-model environments includes to collect and process huge amounts 
of data that most of the time is difficult to manage for an organization.  



Session VI: SPI and Intellectual Capital 

EuroSPI 2013  6.9 
 

This research work is useful because it provides a support to achieve the selection of correct models or 
process areas practices that make sense for an organization [7]. So it allows to establish a multi-model 
environment to be used as a reference accorded to organization business goals needs when implement-
ing a software process improvement. 
In this context, a key aspect is to be able to storage “processes” in a right way, respect to this, our re-
search work emphasize on achieving the storage of organizational processes in a standardized way, so 
they can be managed and served as a base to address the improvement effort having a solid based that 
allows: 1) to address the improvement effort toward the achievement of organizational business goals; 2) 
to provide a  multi-model that contains those practices that best fit the way the organization works; and 3) 
to get a software process improvement focused on the organization need instead of reference models or 
standards.  

6 Conclusions 

Nowadays, not all software improvement implementations have the expected results. One of the main 
problems is the hard work that the implementation of a specific models and standards represent for or-
ganizations because the amount of internal and external knowledge that must be managed in this kind of 
initiatives. 
In this way, this research work presents a solution to this problem providing: 1) a method that helps or-
ganization to establish multi-model environments; and 2) a knowledge framework that allows to optimize 
and standardize the management of information in software process improvement. 
By this way it is possible to provide organizations with best practices through multi-model environments 
accorded to their business goals and that best fit with the way they work. Therefore, current organizations 
processes become more efficient respect to the achievement of the organizational business goals. 
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Abstract 
The increasingly saturated markets require a constant innovation offensive of new products 
and new product generations. Especially in the automotive industry, the rapidly changing mar-
ket conditions force both Original Equipment Manufacturers (OEM) and suppliers to innovate 
more and more quickly and radically. To cope with this growing demand for innovations, the 
structuring and management of idea generation and idea selection, so-called “ideation”, be-
come increasingly important for companies nowadays. Companies typically treat ideas in the 
Fuzzy Front-End (FFE) of New Product Development (NPD). This paper attempts to give a 
significant contribution to organise the FFE more systemically and systematically so that more 
successful ideas are generated, selected and finally transferred to the NPD. To meet this tar-
get, this work combines the results from NPD research with insights gained from interviews 
with industrial expert from R&D and innovation management to define key success factors for 
ideation. These factors provide the pillars for the further design of a generic ideation process 
model and—based on this universal approach—the derivation of company-specific ideation 
processes which take into account the organisation’s specific context and innovation culture. 
Using the situation at the automotive supplier KSPG AG as a practical case study, these key 
success factors will be explained vividly. 
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1 Introduction 

Nowadays, many companies are sure that their current innovation power is not enough to guarantee 
long-term market success because they fail to master the initial phase of their innovation activities in 
an optimal manner. So they stress the need that innovation management has to act more systemically 
and systematically to close gaps between their actual innovation creation and their innovation poten-
tial. In other words, innovation management has to find a way to organise the so-called Fuzzy Front-
End (FFE), the pre-phase of the New Product Development (NPD) [1]. This very early phase is char-
acterised by a lack of structure and therefore also a lack of means to assess and improve its perform-
ance [2]. 

However, companies need to improve the performance in a way that more successful ideas are gen-
erated, selected and finally transferred to the NPD [3,4]. We want to introduce the term “ideation” for 
this central task of innovation management. This paper focuses on idea generation and selection for 
innovations of products, services or business models with commercialisation potential on the market, 
which is denoted as “ideation” henceforth.  

The overall target of the research underlying this paper is to propose a process-based approach which 
supports ideation—as the origin of innovation—systematically and methodically [5]. To do so, it is es-
sential to understand ideation better and to formulate universal key factors that lead to success in 
ideation. Thus, our methodology to find the targeted generic ideation process model is based on a set 
of general key success factors identified from literature and expert interviews to guarantee its generic 
character.  

Our previous research presents the necessary steps toward the deployment of a new ideation process 
to enhance the existing innovation management at the automotive supplier KSPG AG [5,6,7,8,9,10]. 
However, this paper highlights the key success factors for ideation which are essential on the way 
towards the derivation of an ideation stage-gate [11] process model that is typical for process-driven 
companies of Western countries [12].  

Section 2 presents shortly the general framework of our research, such as the description of the objec-
tives, research question and selected methodology of coming up with an ideation process. Details are 
already published in [5]. Section 3 focuses on the presentation of the fundamental results of the litera-
ture research and the expert interviews. Based on these theoretical principles and industry experi-
ences the derived general key success factors of ideation—on which a generic process has to be 
based—will be described more detailed. Section 4 describes how these success factors found their 
way into the generic ideation reference process model and further on into the KSPG-specific ideation 
process. Finally, section 5 concludes this paper, and gives an outlook on the next steps in the authors’ 
research.  

2 General Framework for the Creation of an Ideation Process 

2.1 Objectives and Research Question 

Numerous works of the member teams of the associations CIRP, Design Society, EMIRAcle as well 
as EuroSPI on the design of products and services have demonstrated the importance of the up-
stream phase of the development process [13,14,15,16]. The fuzzy front-end has to be seen as the 
very beginning of all processes in a company: any design begins with the birth and the implementation 
of one or more incremental or radical ideas. This process aspect—especially in regard to structuring 
and managing ideas—represents an area that has not yet been researched exhaustively.  

Up to now, several models—mainly in the field of NPD research—exist that try to solve this dilemma 
by finding a structure embedded in a defined process to explain the fuzzy front-end. The most obvious 



Session VI: SPI and Intellectual Capital 

EuroSPI 2013  6.13 

characteristic of these models is that they assume the existence of an idea without explaining how this 
idea was born. Especially Khurana and Rosenthal emphasise the need for further research in this field 
[12]. Here is a clear gap in literature which we want to bridge with our research. 

The objective of our research work is to find a structured and process-oriented approach that supports 
companies best to exploit promising opportunities in order to achieve the challenge to increase the 
quantity and quality of ideas that can be transformed into commercially successful innovations. Be-
cause one of the authors’ practical experience in his function as innovation manager of the German 
automotive supplier KSPG, the main focus of this paper is to define key success factors of ideation 
which have to be taken into account when creating an ideation process model suitable for the process-
oriented automotive supplier industry [5]. 

The assumption of our research work is that companies have to find ways to organise the earliest 
phases of their innovation management with a strong focus on leveraging ideation within and across 
their entire organisational structures. Taking into account this main issue, we can formulate our central 
research question as follows: 

How is it possible to create a structured approach, which explains ideation as the core task of the FFE, 
and to implement this process in a company’s environment such that it successfully facilitates innova-
tion management in practice? 

This general research question leads to the following sub-question: How can companies deal with the 
particularities of ideation to innovate more efficiently and effectively than they do today? A first step 
towards the creation of an ideation process is to explore best practices examples. 

2.2 Methodology 

Because this work has been carried out in a practical environment, a pragmatic worldview [17] domi-
nates the research work. This philosophical idea influences the practice of research and shapes the 
research design. In the centre of this research work stands the solution to a practical problem. How 
must an ideation process that works look like? This urgent need for action explains the pragmatism 
[18]. 

Led by this general orientation, we choose a qualitative design for our research [18]. We liked to ex-
plore and understand the drivers towards an ideation process applicable to the automotive supplier 
industry. Therefore, our research methodology linked theoretical principles with industry experiences 
and happen in sequential – but interlinked – steps.  

First of all, we put a focus on analysing best practice examples. We derived from them key success 
factors representing the main causes for success.  

These key success factors will be derived from Innovation Management, Fuzzy-Front-End Research, 
and NPD Research. A literature review will cover the theory part, and expert interviews will provide 
new insights or approve aspects compared to the findings based on the secondary data. Based on 
these key success factors a generic reference process model will be created. This description of a 
general ideation process can be used as a basis for the configuration of a company-specific modifica-
tion of the reference model and is designed for reuse [19,20]. Finally this process model was adapted 
to the specific corporate conditions at KSPG, a German automotive supplier. This adaptation of the 
ideation process model can be achieved by identifying company-specific needs for action to ensure 
the practical implementation.  

In the further course of this paper, we want to focus on the results from the literature review and the 
expert interviews and we will present our findings concerning success factors for ideation. 
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3 Key Success Factors for Ideation 

3.1 Success Factors Based on Literature Review 

Success factor research of innovation can look back on nearly five decades of history and has estab-
lished itself especially in business administration, where the success-centred view dominates the un-
derstanding of innovation management. Innovations in corporations have to increase profit in a sus-
tainable manner. Based on this purpose, the question arises of identifying the drivers for innovation 
success [21]. 

So the success factor research, which represents an independent, empirically oriented approach, en-
joys great popularity in literature. Not only literature of innovation management, also the literature of 
NPD deals with the topic of success factors, and the lines between these two research fields are often 
blurred. But the underlying subject of all these studies is exclusively success, which is difficult to de-
fine concretely due to its multi-dimensionality and multi-causality. However, numerous empirical stud-
ies are engaged in the central issue to find a universally valid concept that helps companies when they 
risk entering the market with an innovation [21].  

Focusing even more on NPD literature, Ernst [22] gives a very impressive review of the empirical lit-
erature regarding success factors of NPD. He summarise the findings of 30 years of NPD research in 
a compact and structured way, by categorising the identified success factors according to Cooper and 
Kleinschmidt’s [23] five elements for a company’s overall new product performance: 1. NPD process 
(including customer integration), 2. organisation, 3. role and commitment of senior management, 4. 
culture and 5. strategy. 

Another very insightful study in the field of NPD literature, which Ernst does not include in his literature 
review, comes from Zien and Buckler [24] who investigated twelve highly innovative companies in the 
United States, Europe and Japan. One very relevant aspect for our own research work is the fact that 
Zien and Buckler identified that leaders of continually innovative companies are aware of the fuzzy 
front-end of innovations and centre this innovation phase in the companies’ activities [24]. This finding 
confirms the relevance of our own research work. 

Zien and Buckler investigated seven key principles, which are universal but each of the researched 
companies has its own company-specific implementation practice. Also these factors are not only 
relevant for the three crucial stages of innovation (the fuzzy front-end, the NPD, and the commerciali-
sation), they also influence sustainably the whole company’s innovative capacity over time. These 
seven factors are shown in Table 1 [24]. 

This study reveals principles of highly innovative companies, which generates an environment where 
innovation and high productivity influence can prosper. This confirms the aspect that an innovation 
friendly corporate culture is the fundamental for a working front-end process including ideation [25]. 

Although there is a very large number of publications concerning success factors for the NPD (includ-
ing the fuzzy front-end) or the whole innovation process, there is a lack of publications that explicitly 
refer to success factors for idea generation and idea selection [22]. Mostly idea generation is only 
mentioned as a success factor of the NPD without further description. The same applies to idea selec-
tion, which is implicitly included in the success factors of continuous commercial assessment of the 
NPD project. 

However, based on our literature review we identified several relevant aspects that influence the suc-
cess of an ideation process. From our point of view, these aspects are of practical importance and are 
actionable in a corporate environment. 

In the further course, we like to see these aspects confirmed in the subsequent expert interviews as 
important, and we want to identify new issues that are really crucial in practice in the view of our inter-
view partners.  
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Table 1: Seven Key Principles at work in Highly Innovative Companies [24, 25] 

No. Principle Short Description 

1 Sustain faith and treasure identity as an  
innovative company 

Leaders demonstrating in every decision and action 
that innovation is important to their company 

2 Be truly experimental in all functions, especially  
in the front-end 

Encouraging purposeful evolution and encouraging 
employees to try new things 

3 Structure “really real” relationships between  
marketing and technical people 

Developing real relationships between marketing 
and technical people 

4 Generate customer intimacy Generating customer intimacy by encouraging their 
employees to interact closely with customers 

5 Engage the whole organisation 
Engaging the whole organisation in understanding 
that innovation is the fundamental way that the 
company brings value to its customers 

6 Never forget the individual Continuing to value the individual and set an envi-
ronment that is conductive to high motivation 

7 Tell and embody powerful and purposeful stories Telling powerful stories that reinforce the principles 
and practices of innovation 

3.2 Success Factors Based on Expert Interviews 

Based on the findings from the literature review, we conducted qualitative interviews with experts in 
the field of ideation and innovation management to validate and complete our previous results from 
theory. The aim of these interviews was to survey external experts first, in order to explore current 
best practices. With the interviews of external experts we wanted to get a stimulus from outside the 
case study’s company to assure learning from others. Internal expert interviews were part of the case 
study. 

Therefore, the selection of the experts for the qualitative survey was done according to certain criteria, 
which were considered as important for both the research question and for the subsequent analysis of 
the data. The most important criterion was the professional expertise of the persons concerning idea-
tion and innovation management.  

Another broader selection criterion was to focus on best practice examples. Thus, we identified com-
panies from the automotive industry (OEMs and suppliers) but also from other business sectors, like 
telecommunication equipment manufacturing, machinery and process technology, chemical manufac-
turing, and computer services. All these companies are internationally renowned for their innovation 
powers. Finally, we attained 13 expert interviews. 

Concerning the sampling of the industry sectors and the respective companies which have come into 
consideration, we clustered them into three target groups. Finally, the design of the external expert 
interviews can be outlined as shown in Table 2. 
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Table 2: Survey Design of Expert Interviews 

Target 
Group Scope Reason for sampling Data collection proce-

dures Companies 

1 
German  
automotive  
OEMs 

 German automotive 
industry is regarded 
as innovation leader 
in the industry 

 Access available to 
interview participants 
or secondary data  

 Interviews 
 Analyses of various 
publications from 
relevant congresses 

 OEM 1 
 OEM 2 
 OEM 3 
 OEM 4 

2 

Successful  
German  
automotive  
suppliers  
(Tier 1 supplier) 

 The case study’s 
company belongs to 
this segment  

 Comparison is inter-
esting and necessary 

 Interviews 
 Analyses of various 
publications from 
relevant congresses 

 Supplier 1 
 Supplier 2 
 Supplier 3 

3 
Worldwide  
recognised  
innovation leaders, non-
sector-specific 

 Inspiration from inter-
disciplinary perspec-
tives on other indus-
tries 

 Interviews 
 Analyses of various 
publications from 
relevant congresses 

 Innovator 1 
 Innovator 2 
 Innovator 3 
 Innovator 4 
 Innovator 5 
 Innovator 6 

The identification of success factors of ideation processes represents our main focus within the expert 
interviews. In order to find factors which we can map to our reference process model of ideation, we 
first asked the interviewees the open-ended question: “According to your experience and/or considera-
tions, what are key success factors of an ideation process?” This should encourage the interview part-
ners to talk freely and to reveal more information voluntarily. In the second step, we confronted them 
with our list of possible aspects derived from the literature review. 

The first question and answer session with our interviewees showed very clearly that top management 
commitment has a very high rank amongst the critical success factors of ideation processes. Without 
exception, all the interviewed experts agreed to the fact that top management commitment is indis-
pensable to enforce innovation activities. Two experts declared that they had seen several ideas fail 
due to lack of a visible commitment of top management. Without the top management commitment, 
the resources for ideation activities in terms of time and budget will not be granted. 

Another very important success factor identified in particular at German automotive OEMs is the fact 
that ideation needs to focus. A well-defined strategic orientation has to be visible for everyone who is 
involved in ideation. A cohesive strategy has to describe the future vision for the company’s products 
and services. That strategy needs to state clearly the long-term perspective that all participants in the 
ideation process are in line with this future focus. This strategy-oriented approach needs open lines of 
communication that are regularly and consistently managed. Additionally, it is important that market 
changes and the evolution of the company’s new products make it necessary to revise the strategy 
regularly. This flexible modification of strategy must not be underestimated. Otherwise there is the 
threat of losing differentiation attributes with respect to the competition. Creating and sustaining 
Unique Selling Propositions is a crucial objective of the interviewed OEMs, in particular because of 
their global market presence. 

Ideation needs a good prerequisite. This includes, from our interviewees’ points of view, diligence 
work in form of analysis of the market situation, a competitive environment, customer needs, technol-
ogy trends, current and future legislation, etc. OEM 1 sees in this preparation the prerequisite to target 
and optimise idea generation. 
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All the involved interview partners agreed that a systematic and transparent pursuit of ideas is needed. 
“Ideas may not disappear without a trace”, stated OEM 1. This leads to the assumption that especially 
the generation of ideas must involve a broad mass of employees and integrate external stakeholders 
as well. OEM 3 pointed out: “Creativity evolves from Networks.” 

However, networking and stakeholder integration needs clear structures including roles, responsibili-
ties, mandates, reporting lines, etc. Leveraging interdisciplinary teams with strong leadership may 
influence the idea generation positively. For OEM 4 this aspect seems to be a promising factor. 
“Someone has to have the lead to pull ideas through”, added OEM 2. A clear role allocation also leads 
to a successful ideation. These roles are: leaders of ideation activities, promoter of ideas and mentors 
of idea promoters. “But it is important”, Innovator 4 pointed out, “that a common mental model exists 
between these roles and that they adhere to the same clear process model.” 

Our interviews also revealed the fact that to facilitate creativity, it is a vital success factor to balance 
between specific and well-defined problem solving activities, in form of guided ideation, and giving the 
employees their freedom of generating ideas without corporate specifications. This last point will en-
able ideas out of the box but requires special budget. 

To solve the problem of budget allocation during ideation, OEM 3 and Innovator 6 see the need for a 
competition spirit among ideation teams/idea contributors and their generated ideas. There has to be 
competition for the budget, where only the best ideas receive the needed financial resources. This 
demands for entrepreneurship, because only if the ideas contributors think like entrepreneurs enforc-
ing internal idea marketing, their ideas will obtain the recognition they deserve. 

The experts agreed on the importance of idea communication as a bidirectional exchange:  

1. From the idea contributor: integrate ideas into a story to gain attention and highlight customer 
value and marketing aspects, and 

2. to the idea contributor: assure quick response times to idea submissions and guarantee a system-
atic and transparent follow-up of ideas. 

Regarding idea selection, the interviewed experts emphasised again the need for practical indicators 
to monitor and select ideas. For OEM 1 and Innovator 6 a comprehensible decision-making is essen-
tial. 

Asked about rewarding schemes as a success factor, the experts did not prioritise this aspect very 
highly. In their understanding, it is crucial to motivate employees, but not only by financial rewards. 
They stressed that rewards are also about recognition and being able to do satisfying work that chal-
lenges the mind and allows setting free their creativity.  

Globally speaking, these expert interviews validate and enrich our previous key findings from literature 
review. Our discourse with experts in the fields of ideation and innovation management helped us to 
identify best practices and to derive success factors from them.  

When we look at the multitude of identified success factors that we found in our literature review and 
expert interviews, we can observe that a clustering of the factors based on their frequencies is possi-
ble and helpful in the practice and business context. With regard to our ideation reference process 
model we grouped the success factors into prerequisite, generation, and selection aspects of ideation. 
This summary of the success factors represents the fundamental objectives of ideation and is a very 
good starting point for defining the stages of our ideation reference process model. 

3.3 Best Practices for a Structured Ideation Process 

Our extensive literature review in the principle subject areas of innovation management, fuzzy front-
end research and NPD research, as well as our examination of best practice examples from the auto-
motive industry and other worldwide recognised innovation leaders result in the identification of key 
success factors for an effective ideation process. These following six main success factors seem to us 
as actionable and promising for the creation of an ideation process model. 
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Success Factor No. 1: Ideation starts at the top management. 

Even the best ideas need support and commitment from the management board. All the interviewed 
external experts agreed on this. Our interviews with internal experts at KSPG also revealed that this 
commitment is essential to push the development of new products. One of our experts stated: “Based 
on my experiences, it might be important that the top management provides a statement regarding the 
most important innovative topics, which they really want to be realised.” Top management commit-
ment can be seen as the prerequisite for establishing the basic conditions for innovative activities to 
be carried out and for employees to understand their responsibility and to be encouraged to think be-
yond the status quo. 

Regular innovation board meetings helps to implement the objective of top management commitment, 
as top management is supposed to commit to innovation strategy and innovation priorities there. Idea-
tion calls and timelines are directly derived from these outcomes, and have to be communicated in the 
entire organisation. So, the explicit call for ideation activities and the clear commitment to them by the 
top management is absolutely essential and must be clearly visible for all employees. 

Success Factor No. 2: Ideation needs a clearly defined focus. 

This was one of the major findings from our expert interviews. Idea contributors have to have a guid-
ance in terms of which topics are considered relevant by top management. In this way, they can focus 
their efforts and meet the expectations of decision makers. Ideation topics shall be aligned with strate-
gic company objectives. 

Griffin and Page support this conclusion that the presence of a clear strategy has a positive influence 
on the success of new products [26]. Therefore the definition of the company’s innovation focus that is 
aligned with the overall company’s core mission and values is inevitable. This strategic focus helps 
reduce cost and time effort during the creation and realisation of ideas, and leverages the effective-
ness of the ideation process [27,28].  

A systematic analysis of the company’s total situation and environment for the identification of areas of 
action increases additionally the effectiveness during the generation and selection of ideas. 

Success Factor No. 3: Ideation happens in networks. 

In various studies about successful innovation teams, the integration of stakeholders with diverse ex-
pertise and profession from different cultures during the front-end stages of the product development 
process represents a key factor for sustainable development [13,29]. This diversity is crucial to innova-
tion and the development of new ideas [29].  

The essential consideration here is that the integration of these stakeholder groups in the innovation 
management process is a key step for making innovation sustainable, as it allows taking into account 
the requirements and constraints imposed by the different actors of the product/system life cycle [30]. 

Involving external stakeholders in company-wide innovation management is also the core characteris-
tic of Open Innovation strategies, which have originally been coined by Chesbrough in 2003 [31]. The 
move towards stakeholder-integration based ideation and innovation has become a must [7,8,9,10]. 
To be innovative in future, it is important that product and/or service ideas are not only the result of 
one core group of employees.  

Success Factor No. 4: Ideation demands creativity. 

The promotion of creativity and its integration in corporate processes enhances the quality and quan-
tity of ideas. To encourage creativity, freedom and intense people management is necessary. In con-
trast, the efficiency of the invested funds can be only achieved by discipline and high emphasis on 
process management. Overall, the requirements of the market and the customer needs dominate the 
creative technical ideas of the developer [32]. 

The effective management of the early phase of innovation has to generate an efficient process that 
gives sufficient freedom for creative development of the employees. Also, this process needs to be 
flexible enough to react to changing market demands, which occurs through new customer needs or 
new technological possibilities [32]. 
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Therefore, a company has to manage the ideation environment in a balanced mix of overall flexibility 
and guided focus [33]. The resulting area of conflict between creativity and resource efficiency pro-
vides the breeding ground for developing new product ideas [32]. 

Success Factor No. 5: Ideation needs entrepreneurship. 

Ideas have to be promoted and communicated in the company to increase general awareness. By 
installing a growing spirit of competition between ideas to win the needed resources in form of time 
and money, idea contributors are forced to promote their ideas. Our research shows that competition 
between ideas and their marketing in the company raises the level of maturity and the quality of ideas. 

Success Factor No. 6: Ideation requires organisational orientation. 

Finally, target–oriented decision-making processes with transparent evaluation criteria enable the 
communication and conversion of ideas. Here it is very important that the right decision makers are 
identified and actively involved. 

All these success factors contribute to the creation and reinforcement of an organisational culture of 
Open Innovation, facilitating the integration of numerous stakeholders in the ideation process. They 
are all logically linked with one another, which confirms that they make sense. 

4 The Ideation Process at the German automotive supplier KSPG 

4.1 Ideation Reference Process Model 

Our main objective for the creation of the ideation reference process model was to achieve a clear and 
simple mapping of the identified six key factors to stages and gates of the ideation process, in a way 
that each of these elements can also be implemented in any specific organisation. The advantage of 
leaving the model broad is that this allows any company to tune their existing ideation processes to 
the most effective elements instead of blindly copying the whole ideation reference process model.  

For this purpose, we have created the process based on the three fundamental aspects of ideation, 
which we derived from our research findings: 

1. Prerequisite covers all the activities expected from top management level to set the right frame for 
the whole ideation process, like internal and external analysis, definition of business unit innova-
tion strategy, commitment of top level management visible for all employees, agreement on the 
ideation targets and priorities and commitment to available resources. 

2. Generation is the active execution phase. Here all the ideation activities are fully devoted to facili-
tate the generation of ideas to the maximum. These activities include the creation of ideas in net-
works of internal and external actors, usage of creativity techniques out of the company-specific 
ideation tool box, guided ideation and the speciality of “Wild Card Ideation”. 

3. Selection consists the idea assessment, idea communication and the transfer of ideas to the sub-
sequent NPD. This stage is dedicated to find and campaign the best ideas for the upcoming de-
velopment process. 

These three main elements correspond to the stages of our ideation reference model. Each phase has 
its specific ideation activities, which also occur from our research of best practices and represent in 
their core also the success factors that have to be implemented in order to fulfil the related gate re-
quirements and to pass to the next stage. Taking all this into account during the creation of the proc-
ess, we have finally designed the ideation reference process model as shown in Figure 1. 
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Figure 1. Ideation Reference Process Model 

This ideation stage-gate reference process model capitalises on the strong and systematic involve-
ment of internal and external stakeholders in ideation, and therefore follows intrinsically the modern 
paradigm of Open Innovation. Using this ideation stage-gate reference process model allows to derive 
a company-specific ideation process. 

4.2 Derivation of the KSPG-specific Ideation Process 

In order to validate our proposed ideation reference process model, a first case study has been carried 
out at the German automotive Tier 1 supplier KSPG AG. The global objective of this study is to derive 
a KSPG-specific ideation process from the ideation reference process model seen in Figure 1 and to 
initiate the deployment of this new process in the corporate environment. 

The derivation of a KSPG-specific ideation process started with the identification of priority areas of 
action based on the analysis of the achievement levels of each key success factor of ideation (listed in 
section 3.3) in the currently existing innovation process in the company. This as-is analysis revealed 
that at KSPG AG initially ideation was supposed to be driven by an idea database accessible by all 
employees in the company’s intranet, without any transparent overall organisational direction towards 
broad contribution to innovation [7]. As a result, only a few product engineers actually submitted ideas 
that were mainly related to improvements of existing products. The selection process was quite 
opaque, involving only a few high-ranking decision makers. 

In a further step the organisation framework at KSPG AG was analysed intensely to determine ele-
ments that are necessary to achieve each stage and gate of the ideation reference process model. 
One important goal is to motivate the organisation at KSPG AG for the integration of internal and ex-
ternal stakeholders, e.g. customers, to leverage ideation. One essential step in this direction of a bet-
ter collection of customer ideas at KSPG was the creation of permanent customer-related teams with 
team members from all KSPG sales divisions [7]. Since its introduction two years ago, this procedure 
of collecting and storing systematically customer insights becomes a major improvement for capitalise 
on customer ideas at KSPG.  

Based on the key success factors of ideation, all the identified KSPG-specific action fields and the 
determining elements of KSPG’s corporate organisation, the creation of a company-specific instantia-
tion of the reference process model had been done. Particular care had to be taken to avoid that the 
new ideation process causes significant additional work effort for the involved actors in order to mini-
mise resistance against change, and to render its introduction feasible in terms of the availability of 
decision makers. To this aim, synergetic effects from existing established processes in the company 
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have been maximised in the specification of each specific action and tool related to the stages and 
gates proposed by the reference process.  

The result is the new KSPG AG C3IP (Call & Commit, Connect & Create, Choose & Cancel Ideation 
Process) that completely complies with the company’s process rules and notations, and precedes their 
ADP (Advanced Development Process). The C3IP is a real instantiation of the proposed ideation ref-
erence process model containing KSPG-specific implementations of actions and tools. One effective 
measure is the creation of regular internal KSPG Ideation Meetings [5]. In the context of a large strat-
egy project of the KSPG division Mechatronics, which started in late summer 2012 and ended in Feb-
ruary 2013, the formation of a dedicated cross-divisional and cross-functional ideation team helped to 
generated more than 350 ideas in a very short period of time. In this team were members of all the 
Business Units, especially the responsible Product Development Managers, and Advanced Engineer-
ing, but also representatives from Sales and Controlling. To enrich the idea generation phase also 
externals were included. During this time two students who were actually working on their diploma 
thesis in the department of Advanced Engineering were assigned to look exclusively for new ideas 
during two days. This ‘fresh eyes’-approach supplemented the ideation team very well with new per-
spectives. In addition, so-called Innovation Review Meetings with attention of the Business Unit Lead-
ers enabled the further assessment and selection of these ideas that leads to the clear definition of a 
Top 10 list of future product development activities. The findings from the here presented research 
work helped to handle this approach very efficiently and effectively.  

Because of its added value, the KSPG AG C3IP has been strongly supported by top management 
stakeholders from the departments Research and Technology and Advanced Engineering, and shall 
be introduced at a large scale in 2013.  

5 Conclusion and Outlook 

One major milestone of the new idea generation process at KSPG is to present new ideas worthy to 
pass the money gate, the so called R&D strategic committee, at the end of each year. During the year 
2012, the development of the process takes shape which really could fulfil this task. Up to now, the 
new idea generation process at KSPG promise to offer the following advantages:  

 more focus 

 more challenge, and  

 more involvement. 

In conclusion, the described conceptual thoughts concerning idea generation outlined in this paper 
illustrate the immense impact of the idea generation process for the whole innovation process. Due to 
the fact that the early phase of the innovation process represents a very recent field of research, we 
believe that our approach closes some gaps and represents a very good compromise to make dy-
namic ideation activities systematic while at the same time keeping up the high level of creativity that 
is necessary to let new ideas flourish. 

The next essential step in our research is to validate and improve our generic ideation reference proc-
ess model according to the results of the implementation of the company-specific process at KSPG. 
To complete the full picture, the efficiency our approach has to be evaluated. Therefore it is very im-
portant to derive from our ideation reference process model other company-related ideation proc-
esses. Because with the increasing amount of company-specific processes, more case studies are 
available providing usable experiences from practise and valuable lessons learned. 

Another major aspect of our research work is the hypothesis that the integration of different experts in 
the process of ideation—more precisely the encouragement of diversity in the creation and assess-
ment of ideas—must contribute significantly to increase the number, the quality and the relevance of 
received ideas. These subjects—stakeholder integration and open innovation—propose a wide range 
of further research and studies. 
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Abstract 

Social Media Networking represents an approach which can be used for business improvement and 
knowledge networking. In this paper we outline how the traditional knowledge management approach 
has changed to a networked approach of sharing knowledge. We also explain how social media are 
used as a business tool. SIMS (ECQA Certified Social Media Networker) is a new qualification which 
is available in 2013 and is meant to train the experts and industry people to join the community for 
using social media as business improvement and tool and as a means for knowledge networking. The 
SIMS project is supported by the European Commission (Programme Lifelong Learning - action Leo-
nardo da Vinci-Transfer of Innovation); 2011-1-ES1_LEO05-35930. 
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1 Introduction 

The emergence of knowledge societies has multiplied the extent to which both productivity innovations 
and social transformations rely on knowledge capital. Drucker argues that in the emerging electronic 
economy, knowledge is the primary resource for individuals and for the economy overall (Drucker, 
1992). This author further stresses that “knowledge worker productivity is the biggest of the 21st cen-
tury management challenges” (Drucker, 1999). Today, hardly any industry remains unaffected by the 
evolution of network-like relationships within and between firms. The openness and richness of net-
works are believed to foster a fertile environment for the creation of entirely new knowledge, while also 
accelerating the innovation rate. Not in vain, knowledge networking is a term used to signify a number 
of people, resources and relationships among them, who are assembled in order to accumulate and 
use knowledge primarily by means of knowledge creation and transfer processes, for the purpose of 
creating value (Seufert, Krogh, & Bach, 1999). 

In this scenario, a recent study published in IEEE Transactions on Learning Technologies states that it 
is crucial to address what today’s knowledge workers need (Chatti, Schroeder, & Jarke, 2012). In this 
work, authors define a good knowledge networker as one who has the ability to: 

• Create, harness, nurture, sustain, and widen his/her external network to embrace new 
knowledge nodes. 

• Identify connections, recognize patterns, and make sense between different knowledge nodes. 

• Locate the knowledge node that can help achieving better results, in a specific learning context. 

• Aggregate and remix. 

• Cross boundaries, connect, and cooperate. 

• Navigate and learn across multiple knowledge networks. 

• Help other knowledge networkers build and extend their networks. 

Knowledge is a key factor in the growth and development of the economy as a whole. Knowledge 
management has been a hot topic since late eighties. The old paradigm of knowledge management 
assumes that we store all knowledge and implement more and more sophisticated algorithms to 
search that knowledge and give advice. The new paradigm which we follow in expert and knowledge 
networks does not believe in that because the tacit knowledge is much larger than the stored one so 
that any decisions made on just the stored knowledge are questionable in an expert network. In this 
scenario, knowledge clusters are a new way to approach the problem. 

On the other hand, the Social Web is represented by a class of web sites and applications in which 
user participation is the primary driver of value (Gruber, 2008). Web 2.0 is a term coined in 1999 by 
Darcy DiNucci to describe web sites that use technology beyond the static pages of earlier web sites. 
Online social networking tools are reinvigorating Knowledge Management by making it easier for em-
ployees to participate in knowledge creation and organizations have been able to help employees 
connect across disparate regions (O’Dell & Hubert, 2011). Organisations are implementing Enterprise 
Micro Blogging (EMB)-based solutions for creating a new channel for organisational and team com-
munication. This is especially beneficial when information may be relevant for a whole group of users 
that is unknown in advance (Riemer, Richter, & Bohringer, 2010). Social Media Networks are useful as 
communication channel among organizations (Perrigot, Basset, & Cliquet, 2011). Furthermore, litera-
ture underlines the importance of social media for collective innovation communities and online inno-
vation communities (Ahlqvist, Bäck, Heinonen, & Halonen, 2010; Di Gangi, Wasko, & Hooker, 2010). 
Finally, and taking into account that gender also plays a major role when it comes to using Web 2.0 

 to 
deal with these differences.  

Given the importance of Social Media Networking and its new way of fostering communication, brand-
ing and marketing both from a personal and organizational perspective, this new job role has been 
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developed by ECQA in order to warrantee the availability of trained and certified professionals around 
Europe. But beyond the importance of this job role to ECQA community and EU as a whole, there’s a 
potential use of social media networking skills as a support for the community and to the whole society 
that this paper wants to tackle. Moreover, and given the volatile nature of IT skills in general and social 
media skills in particular, there are a set of challenges that this paper also review in order to support 
the sustainability of the certificate in the future. 

2 Social media as a business tool 

Reality is costly, and in the age of the rising importance of internalizing negative externalities and the 
need for sustainable development, it will be more and more costly for individuals and organisations as 
well. According to Krzysztof Zanussi: “…there is not enough reality for everyone!” (EDEN conference 
Gdansk, 2009) a solution has to be found to be able to give the access to worldly goods for the next 
generations too. 

Can virtuality, partly social media be the right instrument for that? European and World statistics con-
firm that. In 2012, 72% of EU27 households had access to the internet via a broadband connection, 
compared with 30% in 2006 (Eurostat, 2012), which is a quite conspicuous rise. “Portugal had the 
largest share of internet users who posted messages to social media (75% of internet users), and the 
Czech Republic (35%), France (40%) and Germany (42%) the lowest. The Netherlands (17%) and 
Hungary (16%) recorded a proportion of internet users who created websites and blogs in 2012 that 
was almost double the EU27 average.” (Eurostat, 2012) 

Can businesses recognize the opportunity in social media? Reaching the consumers through conven-
tional marketing methods is fair costly; after Wanamaker and Leverhulme half the money spent on 
advertising is wasted; the trouble is we do not know which half. Social technology has developed in 
the recent years to a business tool, which lets organisations having an insight on a new way of con-
sumer deliverance, but faster and at lower cost. “Moreover, in addition to engaging consumers directly 
through social media, companies are watching what consumers do and say to one another on social 
platforms, which provides unfiltered feedback and behavioral data (e.g., do people who “like” this mov-
ie also “like” that brand or vodka?)”. (MGI, 2012) 

The research of McKinsey Global Institute (MGI) reveals the organisational functions (see Fig. 1.), 
where social technologies can contribute to the value addition with some exact examples of industries 
like automotive industry.  

 

 

 

The Conference Board and the Rock Center for Corporate Governance at Stanford University con-

Figure 1. Value addition of social technologies (Source: MGI, 2012) 
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firmed also the importance of social media with the research done in the spring of 2012. (Larcker, 
Larcker, & Tayan, 2012) 

The international survey of The Data Warehousing Institute (TDWI) carried out in February 2012 
among business executives, business or data analysts, IT professionals, consultants “pointed out So-
cial media data analysis can expand customer analytics by providing an unfettered, outside-looking-in 
view of an organization’s brands, products, services, and competitors” (TDWI, 2012). 

According to the answers, social media is not the main data source for monitoring customer analytics 
(see Fig. 2. where social media accounts for 31%) at the moment, but due to the expected further rise 
of the number of social media networkers, organisations have to concentrate more on social media 
platforms. 

 

 

To be able to add value to the organisation with the help of social media technologies in a structured 
way, a need for skilled professionals arises from the side of the industry. The EU funded project Social 
Media Networker Skills aims to satisfy this kind of demand within the framework of the EU Lifelong 
Learning Programme.  

3 ECQA Social Media Networker 

In order to support individuals and organisations in building competences in using social media for 
networking a new innovation transfer project entitled ‘ECQA Certified Social Media Networker Skills 
(SIMS)’ is currently developed within the frame of the European-wide accepted scheme of non-profit 
European Certification and Qualification Association (www.ecqa.org). The aim of this project is the 
transfer of the Social Media Networker Skills to the industry. The two year project started in October 
2011 with funding from the EU Lifelong Learning Programme.  

The project aims at developing a new skill set and a job role qualification study program, where com-
petencies in social media networking are customised for the European industry into an online study 
program complemented with an on-line examination and certification training and certification schema 
for social media networker. A pilot training will take place in the participating organisations/member 
states (Austria, Greece, Hungary, Ireland and Spain) and the study programme will be refined and 
improved based on systematic feedback.  

In the end of the funding period a Social Media Networker Job-Role Committee (JRC) will be created 
by a number of experts in the area for ensuring sustainability and exploitation. The JRC initiates, de-
velops and frequently revises the training and certification schema. Since the JRC group provides the 
know-how and material needed for certification and training, it also has the right to decide upon policy 
related to the job-role in alignment to the overall strategy and processes of ECQA. By other words the 
Social Media Networker job-role is taken to the market through a self-funding system and its future 
development is decided by the JRC. The training material is frequently revised and updated for ensur-
ing high quality outcomes, wide acceptance and diffusion in the industry. 

Figure 2. Role of social media at monitoring customer analytics (Source: Stodder, 2012) 
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As the number of people who are taking the social media networker certification grows the database of 
exercises and exam questions will grow. In order to make the system sustainable comprehensive and 
systematic updating, maintenance and quality assurance of the database are incorporated enabling 
wider acceptance and user satisfaction. The ultimate measure of success will be the widespread val-
orization and the sustainability of the project outcomes. The benefit will satisfy the requirements of all 
stakeholders starting from the individuals (trainers and trainees), the participating organisations and 
the funding bodies.  

Emergent challenges for organisations regarding skills of their workforce in social media networking 
practices and the advantages organisations can gain when actively using contemporary social media 
platforms are summarised below:  

• Creation of an innovative culture involves a learning process that builds on evaluation, reflec-
tion and development of the organisation toward response maturity for emerging challenges. 
The relationship between social attribution and technological possibilities are cornerstones for 
the learning process. Social media are excellent tools for this (Siakas et al., 2012) 

• Tapping of collective explicit and tacit knowledge and intelligence of users (customers 
and consumers) by social media networks and thus reaching beyond the conventional bounda-
ries of the organisation (Bullinger, 1999) 

• Open innovation involve the process of ideation through ideas flowing out of the organisation 
for evaluation and flowing into the organisation as new offerings and new business models. So-
cial media are (Chesbrough, 2003). Social media are important for ‘reflection in practice’   and 
launching of prototypes for user tests before a product or service is launched on the market 
(Siakas et at. 2012). 

• User participation for value creation facilitated by social media is increasingly appreciated by 
organisations (Gruber, 2008). 

• Leverage of disparate assets of people from different cultures, different disciplines and differ-
ent organisations are facilitated by social media networking (Siakas et at. 2012). 

• Word-of mouth marketing is obtained effectively through social media marketing and the Next 
Generation of Business Engagement (Evans and McKee, 2010) 

Organisations have increasingly recognised the value of social media for creating added value and 
competitive advantage. The basis of the operations today in the knowledge based economy is the 
knowledge of the individuals facilitated through knowledge sharing and collaboration as well as under-
standing of user needs through open and collective innovation and user participation. Organisations 
have increasingly understood the potential for using social media networking in their everyday opera-
tions and the importance of a skilled workforce in social media practices. 

4 Social Media and Knowledge Networking: A European Vision of 
Improvement Driven by Expert Clusters 

Especially in SPI, we could observe many methods and concepts to come and claim that they repre-
sent the silver bullet to solve all problems. When we observe the last 20 years of SPI, it is actually not 
true that we ever found one single solution that solved all problems. It is rather so that all new con-
cepts and methods ran through a hype cycle and were networked and integrated later into a combined 
use of methods and concepts based on industrial feedback and experience (Messnarz et. al.  2011). 

Also the old paradigm of knowledge management assumes that we store all knowledge and imple-
ment more and more sophisticated algorithms to search that knowledge and give advice. The new 
paradigm which is followed in expert and knowledge networks does not believe in that because the 
tacit knowledge is much larger than the stored one so that any decisions made on just the stored 
knowledge are questionable in an expert network (Messnarz et. al.  2011). 

Thus the strategy is to create social web based expert clusters around key industry topics. Key articles 
are stored around topics and experts can be connected from there. Instead of a query to a database 
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we use a query to experts clustering around key topics. 

To establish this approach in Europe the leading industry and the researchers must learn how to act in 
a social space, how to collaborate and how to also protect interests at the same time. 

The SIMS qualification is seen as such a base knowledge to be transported to the experts to form a 
basis for collaborating in social media based knowledge and expert clusters. 

 

 
Figure 3. Example Integration of Skills like SIMS into a European Network (Source: Messnarz et.al, 2011) 

Fig.3 shows the integration of SIMS into ECQA (Europea Certification and Qualification Association) 
and EuroSPI (European Systems, Software and Services Process Improvement and Innovation) in 
one holistic approach. ECQA offers to people a training and certification of social media skills. 
EuroSPI started to establish so called workshop communities for key topics in industry. The members 
of the workshop communities are trained and certified. 

Then the workshop communities continue to use the knowledge to collaborate in a social knowledge 
area through which more experts can be attracted.  

This then leads to a loop which continuously increases the number of experts involved, the workshops 
at EuroSPI and the ECQA pool of certified people. 

This is only an example implementation of SIMS in a European context and could be applied in a simi-
lar setting in different industrial groups. 
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5 Europe Wide Certification 

The SIMS project applies European standards assuring a Europe wide available certification.  

ECQA (European Certification and Qualification Association) is a result of two EU LLP projects (EQN 
2005 - 2007, and EU Cert 2007 - 2009) which set up a Europe wide standard for skills definitions, 
skills assessment, training performance, and certification. So far above 30 LLP projects applied 
ECQA, more than 60 training bodies from 18 countries support it, and we certified above 7000 man-
agers in all European countries and even in USA, India, Australia, Russia, etc.  

 The ECQA certified social media networker implements all these quality standards of skill sets, 
standard modular structure of training material and standard Europe wide exams and certification. 

You can find more information at ecqa.org, under certified job roles. 

6 Conclusions and future work 

SIMS training has been developed and is available in 2013. The SIMS skill card and training will be 
promoted Europe wide and at the EuroSPI 2013 event for building a first Europe wide expert base for 
collaborating in the social media knowledge approach. 

The training is also available online and people can attend the training from home and their work 
place. The exams are based on a Europe wide standard exam questions pool and exam servers of the 
ECQA. Join the community and contact the project leader Ricardo Colomo-Palacios to be invited to 
the online courses. 

Future Work will be focused on the development of training devoted to specific needs as the use of 
social media in product development, innovation management and co-creation environments. 
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Abstract 

It is well known that software product quality is largely dependent on the process that is used 
to create it. However, even when many organizations are motivated to implement software 
process initiatives (SPI), not all know how best to do, especially in Small and Medium Enter-
prises (SMEs) where due to its especial features, they have to be carefully in how to manage 
its resources to assure their market survival. As a result, implementing SPI initiatives in SMEs 
has become a great challenge, mainly because SMEs’ work culture is immersed in a chaotic 
and changing environment. This paper presents a method for understanding the environment 
of SMEs in order to identify findings that allow to address a successful software process im-
provement in SMEs. Besides, an experience of applying the proposed method in 4 SMEs is 
presented.  
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1 Introduction 
It is well known that software product quality is largely dependent on the process that is used to create 
it [4] consequently; the software industry is more and more concerned about software process im-
provement (SPI) [5]. In particular, Small and Medium Enterprises (SMEs) because in the past two 
decades this kind of organizations in the software development industry has emerged, grown and 
become strong [1,2,3,5,6]. Consequently, the SMEs are become more and more concern about soft-
ware process improvement (SPI). 

Unfortunately, the implementation of SPI in SMEs has been a path full of obstacles because they have 
very limited budgets to improve their software processes [2,4,5,7]. Besides, the SMEs’ features such 
as high innovation and adoption, agile for change, limited customer with high dependency and projects 
with short delivery time limited staff, and lack of process culture and minimum trained related to proc-
esses [4-7] make difficult the SPI in SMEs. Moreover, SMEs’ work culture, which has been identified 
as a key aspect in order to implement a successful software process improvement, is immersed in a 
chaotic and changing environment. Besides, SMEs face a great challenge: competitiveness problem, 
because they are organizations that handle limited economics resources and are unable to implement 
models and standards that ensures the quality and productivity in software product development. 

In this context, although there have been developed standards and models focused on software proc-
ess improvement, the implementation of these models and standards bring many obstacles on SMEs 
due to its organizational structure and special features. Because they are created for large companies, 
besides, these only indicate "what" without indicating "how to perform the activities contained in them”. 
Besides, the SMEs’ has a lack of processes culture and minimum trained related to software proc-
esses improvement.  

Therefore, the goal of this paper is to present a method that allows SMEs: 1) to establish the organiza-
tion goals aligned with the Organization's work culture and its organizational structure to identify find-
ings for software processes improvement and 2) to focus the effort when developing a software proc-
ess improvement initiative.  

This paper is structured as follows: in section 2 the research background of the main issues including 
concepts such as: SMEs, models and standards, business goals and the Goal Question Metrics 
(GQM) is presented; in section 3 the proposed method is described; in section 4 the experience of 
applying the method is showed; finally, in section 5 the conclusions are covered. 

2 Background 
In this section the concepts in which the proposed method is based are described. 

2.1 Small Entities (SMEs) 
The European Commission [24] defines three levels of small to medium-sized enterprise as follow: a) 
Small to Medium: employ fewer than 250 persons, have an annual turnover not exceeding 50 million 
Euro, and an annual balance sheet total not exceeding 43 million Euro; Small: employs fewer than 50 
persons, its annual turnover or annual balance sheet total does not exceed 10 million Euro, and Fi-
nally, Micro: employs fewer than 10 persons and its annual balance sheet total not exceeding 2 million 
Euro.  

2.2 Models and Standards 
Institutions such as the Software Engineering Institute (SEI), the Project Management Institute (PMI), 
the Institute of Electrical and Electronics Engineers (IEEE), and the International Organization for 
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Table 2. Subactivities of the activity: Analyze the information from interview 

Subactivities Description 
Identify preliminary 
goals 

Analyse data from interviews in order to identify preliminary goals. 
The organization must have a purpose and/or goals clearly stated 
and communicated to all stakeholders (everyone from the customer 
and staff), so they have a clear understanding of the goals. Then, 
they can make decisions that are consistent with the organization’s 
overall goals. Organizations without accurate goals will be solving 
the wrong problems.  

Identify organiza-
tional risk 

Identify organizational risk in order to attempt to find out what may 
go wrong.  If the senior manager claims there are no risks on the 
organization, then he has not performed proper risk management. 

Identify customer 
satisfaction 

Identify the expected customer' satisfaction. For example delivering 
innovative and quality products and solutions on time, within sched-
ule and budget constraints, and with minimal risk. 

Identify product qual-
ity 

Identify the functions, activities, processes, work products, and/or 
services that are performed, produced and/or rendered, against 
established best practices, standards and procedures. 

3.3 Apply GQM steps 
The purpose of this activity is to analyze the information gathered from activity 2. “Analyze the infor-
mation from interviews” and then perform the main steps of GQM. Table 3 shows the subactivities for 
this activity. 

Table 3. Subactivities of the activity Conduct interviews  

Subactivities Description 
Establish goals A goal is defined for an object, for a variety of reasons, with respect to 

various quality models, from various points of view relative to a particu-
lar environment. Objects of measurement are products, processes, and 
resources. 

Establish ques-
tions 

A set of questions are identified and established to characterize the 
way to assess and achieve a specific goal. 

Establish metrics A set of data is associated with every question in order to answer it in a 
quantitative way. 

Approve Goals, 
questions and 
metrics 

Once the proposed goals, questions and metrics are established these 
must be approved by the organization’s senior manager (CEO). 

3.4 Perform traceability 
The purpose of this activity is to find the metrics within organization's processes in order to find the 
data to accomplish the proposed metrics and answer its related questions. Table 4 shows the subact-
vities for this activity.  

Table 4. Subactivities of the activity Traceability  
Subactivities Description 
Collect proc-
esses documen-
tation 

Request and collect the organization’s processes documentation. 

Analyze proc-
esses documen-
tation 

Once the current processes are collected, they are analysed. The perform-
ance’s data should be assessed in order to know how is the organization’s 
performance in relation to the proposed metrics in the prior activity “Apply 
GQM steps” is covered. 

Report findings Make a list of findings. This list will help to focus the organization’s software 
process improvement. 

Once GQM activities are applied the goals, questions and its metrics are obtained. The results are 
used in order to perform traceability with organization’ processes and to find the data that allows ob-
taining the values for proposed metrics. 



Session VII: SPI & Infrastructure 

7.6  EuroSPI 2013  
 

4 Experience of applying the proposed method  
This section presents the experience of implementing the proposed method in Software SMEs over a 
6-months period. The SMEs included in this experience were primarily located in México. For security 
and confidentiality reasons of the SMEs involved in this experience, all the SMEs’ names will be kept 
on secret during this case study analysis. Next, a briefly description of the involved SMEs are in-
cluded: 

SME1 is a Software SME established in February 2011. It was started as a joint venture of other SME 
related to telecommunications consultancy and a research center with financing provided by CONA-
CyT (National Counsel of Science and Technology). This SME is specialized in web applications, the 
most used software is: PHP as programming language, YII application Framework and MySQL as 
database.  

Actually, SME1 is composed of: a) 7 junior developers with less than a year of experience, b) 2 senior 
developers with an avg. of five years of experience, c) 1 project leader with over 20 years of experi-
ence in administrative roles and d) 1 technical leader with 10 years of experience. Besides, 5 team 
members are certified Scrum Masters and the whole team received internal training in Scrum and 
Extreme Programming (XP). The most important process in SME1 is “Software Development”. In order 
to achieve this process, Scrum agile methodology defined by the ScrumAlliance.org [3] is performed.  

SME2 is a Software and Consulting SME established in 2007. This SME develops software and con-
sults for government agencies offering solutions usually of financial nature. SME2 has tripartite divi-
sion units in the states of Monterrey, Guadalajara and Zacatecas. The main office (Zacatecas) has a 
team of twenty persons that supports other units. SME2 has achieved Moprosoft (Process Model for 
Software Industry) Level 1 certification in 2009. This has enabled the SME2 to be an organization 
skilled at assessing and improving their own processes both developing and maintaining of software 
and service product. 

SME3 is a Software SMEs established in 2009. The main activity of this SME is the application of 
FPGA (Field Programmable Gate Array) and embedded systems development, providing comprehen-
sive solutions designed to generate specific products and designs that suit to every customer. It also 
provides support services and training in the use and exploitation of new technologies. 

SME3 has 8 employees covering the following business areas: Business Management, Production, 
Design, Embedded Software, Micro controllers, Design PCB (Printed Circuit Board), and Research 
and Innovation. 

Actually, SME3 does not have implemented any quality model or standard. However, the management 
department has taken a general ITIL course, (only part of CAB (Change Advisory Board)) in order to 
achieve that each production area agrees and is aware with the changes in the projects. 

SME4 is a Software and Consulting SME established in 2009. It provides software development ser-
vices to a customer (Deloitte). Therefore, its main objective is to deliver on time all work requested by 
Deloitte. Its main development is correcting or improving its customer’s systems. Actually, SME4 is 
composed of 7 employees trained in IBM Lotus Notes technology. At present, SME4, does not have 
implemented any quality model or standard. 

4.1 Applying the proposed method 
In this section the method activities are performed in order to prepare the 4 Software SMEs to imple-
ment software processes improvement.  

4.1.1 Conduct interviews 
In this activity, the interviews date and questionnaires for interviews were established. As a result, the 
senior manager who has structured and founded the organization for each SME was interviewed.  



Session VII: SPI & Infrastructure 

7.7  EuroSPI 2013  
 

4.1.2 Analyze the information from interviews 
Information gathered from previous interviews was analyzed. Then, preliminary goals, organizational 
risk, customer satisfaction and product quality are identified. As a result, the needs and preliminary 
goals for each SME are identified. 

4.1.3 Apply GQM steps  
Once the information from previous activities is obtained, GQM activities are applied in order to obtain 
the goals, questions and metrics in each SME (SME1, SME2, SME3 and SME4).  

4.1.3.1 Establish Goals 
The business goals defined by each SME are: 
 SME1. G1: Establish the maintenance and support processes, in order to increase the customer 

satisfaction. 
 SME1. G2: Ensure that the quality and reliability of a software product is supported through a 

maintenance process.  
 SME2. G1: Analyze self-monitoring equipment in order to assess the use of human resources, 

from the point of view of the project manager. 
 SME2. G2: Analyze the lifecycle of software development in order to assess compliance with the 

CMMI level 2 practices, from the point of view of the development project leader. 
 SME3. G1: Establish a change management process to meet the goal of each change and in-

crease the performance of all team members. 
 SME3. G2: Establish a supplier management process, to improve the planning of activities 

throughout the project lifecycle. 
 SME3. G3: Evaluate the quality of products in order to meet customer satisfaction. 
 SME3. G4: Ensure the quality of delivered products to record historical data. 
 SME4. G1: Deliver on time change requests. 
 SME4. G2: Provide a mechanism for estimating time and correcting defects. 
 SME4. G3: Have an estimation mechanism for creating new functionality and new projects. 
 SME4. G4: Have a database of project information. 

 
4.1.3.2 Establish question and metrics 
 According to the defined goals in the previous subactivity a set of questions and metrics are proposed 
related to the goals and question establishes in each SME. It is considered important to note that the 
question and its metrics are not described in this paper because the main goal is to show the identified 
goals in each SMEs and to inform the findings in order to prepare the SPI in SME. 

Once the questions and metrics are established the goals with its questions and metrics were 
mapped. Figure 3 shows a mapped example.  

 
Figure 1. Established Goals, Question and Metrics 
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4.1.4 Traceability 
Once GQM activities are applied to obtain the goals, questions and its metrics, the results were used 
in order to perform traceability with organizations processes and to find the data that allows to obtain 
the values for proposed metrics.  

5 Report findings 
This section shows the findings identified by performing the proposed method: 
 SME1: In the current processes of this SME the technical support requests from customers are 

handled in an informal way. Then, this SME has problems in software maintenance because its 
main development process does not have a defined process related to support request. Because 
maintenance activities have been ignored in its agile processes under the argument that mainte-
nance is just other iteration after the final release.  

 SME2: the way recommended to address the identified goals for this SME is to map the MoPro-
Soft practices that currently are being carried out in this SME with practices of CMMI Level 2 
processes in order to identify the practices that are not being implemented according to CMMI 
level 2. Besides, this mapping must identify which metrics are essential, since in the current or-
ganizational practices there are not defined metric. Metrics identified should also be automated for 
collecting and analyzing them.   

 SME3: this SME has not implemented any quality model or standard. Therefore, according to iden-
tified goals, it is necessary to establish a Configuration Management Process as one of the inte-
gral processes because is not defined within the organization. Moreover, there is a need to control 
the supplier management in order to control and monitor the dates of sending and receiving de-
veloped hardware designs. Besides, mechanisms for managing effective delivery of IT services 
(Information Technology) must be established. Also, the quality and requirements of all types of 
established products must be assessed. 

 SME4: this SME has not implemented any quality model or standard. Therefore, according to iden-
tified goals, a mechanism to estimate time and defect correction must be established in order to 
achieve the deadline set by the client. In addition, time estimation mechanisms for the defects cor-
rection must be established. All this, should be supported by the development of a database of 
historical data for each project. 

After analyzing the business goals, some common features have been identified. These features do 
not allow the implementation of software processes improvement in this SMEs: 
 The processes standardized or documented do not reflect the SMEs actual work culture. 
 The perception about models and standards quality do not add value to its business, because, 

they think that the models and standards are developed for large companies. 
 Processes or procedures related to quality control are not formalized. 
 Most of the project management, planning and requirements change practices are not standard-

ized within organization. 
 The software development phases are not formalized (e.g. analyzing, designing, implementing 

and testing). 
 Most of the software projects are driven by a short schedule for its delivering. 
 The resources to training in software processes (e.g. CMMI, ISO) are very limited. 
 Support and maintenance issues (process and/or procedure) are not addressed in the software 

development lifecycle. 
 Customer and supplier management issues are not addressed in the SMEs. 
 Metrics to measure the performance and quality of products and processes in the organization are 

not defined. 
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5.1 Recommendations for SPI in SMEs 
Taking into account the findings from this experience, it is possible to propose recommendations for 
the implementation of Software Processes Improvement in SMEs. According to the experience the 
recommendation for both SMEs with establishing model and without establishing models are: 
1. The implementation of software process improvement must be aligned with business goals. The 

business goals have two characteristics in the SMEs: 

 They are not defined and not established. 

 They are defined but are not aligned to the actual business goals in the SMEs. 

Therefore, the business goals should be established based on the structure and work culture of 
the SMEs in order to guide them toward successfully products, processes and resources im-
provement. 

2. The implementation of software process improvement must be aligned with actual organization 
work culture because if the established processes do not reflect the organization actual work cul-
ture, the processes are perceived as too much documentation and the developers priority is fo-
cused only on coding. 

3. The established of metrics to assess processes, products and resources must be aligned with 
actual organization work culture. Metrics definition must be aligned to business goals taking into 
consideration the actual organization work culture. These metrics should be simple to obtain real 
data that allow to focus the software process improvement. 

6 Conclusions 
The proposed method allows SMEs to establish and identify the organization goals and metrics 
aligned with the structure and actual work culture in the organization to identify findings for software 
processes improvement. By this way, it is possible to focus the effort of a software process improve-
ment initiative in SMEs.  

The experience showed in the section 4, confirms that the main reasons for not implementing software 
processes improvement in SMEs or adopting models and standards are that the business goals in 
SMEs are not defined and not established. Otherwise, these are defined but are not aligned to the real 
business goals in the SMEs. Moreover, Software Processes improvement initiatives do not take into 
account the SME actual work culture.  

Finally, the experience got of implementing the proposed method is an evidence of the adequacy of 
the method to find findings in SMEs in order to improve software process. 

With regard to future work, we are extending our study by identifying more SMEs in Mexico in order to 
gain more insight about how to prepare the implementation of Software Processes Improvement. This 
could help to obtain results and findings about the best way to implement SPI in SMEs. 
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Abstract  
 
Software process improvements initiatives (SPI) are facing complex environments where stakeholders 
need to integrate different reference models in their organisations. There are several approaches to 
multimodel environments defining some steps or activities that should be carried out for implementing it ef-
ficiently inside organisations. This paper presents a report on the use of a multimodel framework integrat-
ing 3 quality reference models in 47 SPI initiatives. Basically this report is based on statistical data extract-
ed from industrial assessments. 
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1 Introduction  

Multimodels environments [5,6,7,8,9] are becoming a widely common situation for organisations such 
as [1, 2, 3, 10] where authors identify a framework basically based on mappings between process 
models at a high level. Multiple models, regulations, standards and laws coexist in the same environ-
ment generating and adding complexity to products developments, and this is the same case for safe-
ty environments. In a broad sense most of software process improvement (SPI) initiatives involve this 
kind of situations. The added value of SPI initiatives is clear not only from organisations’ revenues and 
performances point of views, but also from their entire business.  

Multimodels have been discussed in literature during these recent years such as in [10]. These 
works provide some valuable insights for people with a high knowledge on some specific standards, 
but they do not provide a roadmap on how to effectively apply to company settings especially in safety 
critical systems or even in small settings. In addition there is a scarce set of industrial experiences 
using multimodel approaches from a conscious point of view, and applying a defined framework.  

SMEs are playing an important and relevant role in the global economy [14]. In fact SMEs account 
for roughly two thirds (66%) of employment within European Union, and it is very similar to Latin Ameri-
ca settings where the 80-90% of companies are micro enterprises [14]. Therefore Europe and Latin 
America share a common situation where SMEs represent the backbone of the economy. There are 
several reference models used for assessing specific aspects of an organization. In the software indus-
try context there is a set of quality models (e.g., Capability Maturity Model Integration –CMMI® for soft-
ware development [16])) used for assessing quality of software developments. Despite its different Pro-
cess Areas (PA) CMMI® is used for specific aspects in software developments organizations. There 
are other models such as [17] for improving their competitiveness in security. However both models are 
not aligned in their conception and organizations are not only worried about these two aspects, and 
usually SMEs require other support for improving business models. 

Based on this situation this paper presents some results on the adoption of a multimodel framework 
[13] and a ser of quality reference models [15] from an industrial perspective including process areas 
from business aspects, process oriented model aspects and security aspects (if they apply). ITMark has 
been applied in several organizations with excellent results as we show in this paper. We use as a ge-
neric framework our multimodel framework [13] that can be applied in safety environments but also in 
other domains, and this paper shows this case. 

Therefore the main objective of this paper is to provide industrial results on the following industry 
questions (IQ): 

IQ1. Is it useful our previously defined multimodel framework [13] in an industry context?  
IQ2. What are the assessment results for each reference models? 
IQ3: Are the results from different reference models related in somehow? 
 
This paper is structured as follows. First an overview of the ITMark method and a description of our 

multimodel framework are presented. Second some statistical data from 47 organisations based on 
our approach are reported. Third section includes a set of relevant tools. And finally a conclusion sec-
tion ends this paper.  

2 Research background 

2.1 ITMark  

In general in order to be competitive, SMEs must demonstrate not only benefits for the achievement 
of a relevant position in the market but also they need to improve different areas within the organiza-
tion. Nevertheless different quality models used nowadays covering some important aspects most of 
them do not cover all areas of organizations and their business as whole. Organizations aiming to 
improve their business through quality cannot be only focused on improving a small part of their busi-
ness. They need to provide a holistic view of the organization’s areas as well as their business as-
pects. ITMark includes 3 quality reference models that are described as follow: 
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Table 1. CMMI® process areas involved in ITMark 

CMMI PA Category Maturity Level 2 Maturity Level 3  

Process Manage-
ment  

OPF: Organisational Process Fo-
cus 
OPD: Organisational Process Defi-
nition 
OT: Organisational Training  

Project Management 

PP: Project Planning 
PMC: Project Monitoring and 
Control 
SAM: Supplier Agreement Man-
agement 

IPM: Integrated Project Manage-
ment 
RSKM Risk Management 
 

Engineering REQM: Requirements Manage-
ment  

RD: Requirements Development 
TS: Technical Solution 
PI: Product Integration 
VER: Verification 
VAL: Validation 

Support 

CM: Configuration Management 
PPQA:Process and Product 
Quality Assurance 
MA:Measurement and Analysis 

DAR: Decision Analysis and Reso-
lution 

 

A. Business Processes Model  

ITMark business processes model is based on Business Management and it has been divided in 10 
specific categories:  

• Market 

• Management 

• Products&Services 

• Sales, Marketing and distribution 

• Strategy and committee 

• Financial analysis 

• Customer’s profile and analysis 

• Investment factors  

• Development and production  

• Industry and macro environment 

Each category is composed in its turn by 10 important elements. Therefore this model contains 100 
elements for characterizing business aspects.   

B. Software, Systems and Services Engineering model 

Software and systems development process model is based on CMMI® [3] structured in several 
process areas as it is shown in table 1. This assessment method is mainly focused on maturity level 2 
and 3 because these process areas cover the most relevant management and engineering practices. 

C. Security Management model 

Information security is not only related to protect our systems from external attacks, but also to pro-
tect from internal attacks mainly due to human errors, hardware and software fails, and disasters. There 
are several security attributes contributing to a holistic security model. However we have considered as 
main attributes: confidentiality, integrity and availability based on ISO [4] and [5]. In fact ITMark adapts 
these ISO requirements to SMEs (Small and Medium Enterprise) and it categorizes all these attributes 
in three levels: 

• First level includes control attributes relevant to any organization. These elements are gathered 
as a set of logical and physical controls and procedures related to information classification and busi-
ness evolution. The prevailing legislation is also another important concept to take into account, mainly 
those related to information technologies. This paper reports experiences from Spain and therefore it 
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was applied the Spanish legislation. However this model represents a general framework and it 
adapted to other regions and legislations.

• Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma
agement issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 
requirements upgrading their complexity.

• Third level i
ware developments are added.

2.2 Multimodel Framework

Our approach is to 
account three different quality reference models.
Model of our multimodel framework
a new point of view on the right side of Fig.1 in order to represent the assessment point o
is going to be 
ed in this industr

 Realm of Reference technologies:
knowledge on standards, laws, reference models and so on. For example the research work pr
sented in [
approach all these technologies, standards and models are r
models. 

 Realm of Organisational processes:
processes inside an organization. All these processes can be explicitly defined or implicitly pe
formed.

 Realm 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment
cal point of view in this paper.

Fig. 1

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr
sents the Multimodel results phase. 

Session VII: SPI & Infrastructure

 EuroSPI 2013

was applied the Spanish legislation. However this model represents a general framework and it 
adapted to other regions and legislations.

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 
requirements upgrading their complexity.

Third level is focused on risk management. At this level some practices related to secure so
ware developments are added.

Multimodel Framework

Our approach is to use our previously defined framework
account three different quality reference models.

of our multimodel framework
a new point of view on the right side of Fig.1 in order to represent the assessment point o
is going to be presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
ed in this industrial scenario. 

Realm of Reference technologies:
knowledge on standards, laws, reference models and so on. For example the research work pr
sented in [10] refers this layer as the framework for supporting multi
approach all these technologies, standards and models are r
models.  
Realm of Organisational processes:
processes inside an organization. All these processes can be explicitly defined or implicitly pe
formed. 
Realm of Evidences:
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment
cal point of view in this paper.

. Multimodel framework based on [

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr
sents the Multimodel results phase. 

SPI & Infrastructure

EuroSPI 2013  

was applied the Spanish legislation. However this model represents a general framework and it 
adapted to other regions and legislations.

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 
requirements upgrading their complexity.

s focused on risk management. At this level some practices related to secure so
ware developments are added. 

Multimodel Framework

use our previously defined framework
account three different quality reference models.

of our multimodel framework
a new point of view on the right side of Fig.1 in order to represent the assessment point o

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
ial scenario. This framework defines the following three layers: 

Realm of Reference technologies:
knowledge on standards, laws, reference models and so on. For example the research work pr

] refers this layer as the framework for supporting multi
approach all these technologies, standards and models are r

Realm of Organisational processes:
processes inside an organization. All these processes can be explicitly defined or implicitly pe

of Evidences: there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment
cal point of view in this paper. 

framework based on [

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr
sents the Multimodel results phase. 

SPI & Infrastructure 

was applied the Spanish legislation. However this model represents a general framework and it 
adapted to other regions and legislations. 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 
requirements upgrading their complexity. 

s focused on risk management. At this level some practices related to secure so

Multimodel Framework 

use our previously defined framework
account three different quality reference models.

of our multimodel framework by each reference model on ITMark. In 
a new point of view on the right side of Fig.1 in order to represent the assessment point o

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
This framework defines the following three layers: 

Realm of Reference technologies: this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pr

] refers this layer as the framework for supporting multi
approach all these technologies, standards and models are r

Realm of Organisational processes: this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly pe

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment

framework based on [13] and tailored for ITMark environment

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr
sents the Multimodel results phase.  

Fig. 2. Harmonization process [

was applied the Spanish legislation. However this model represents a general framework and it 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 

s focused on risk management. At this level some practices related to secure so

use our previously defined framework
account three different quality reference models. In this context we have instantiated each Quality 

by each reference model on ITMark. In 
a new point of view on the right side of Fig.1 in order to represent the assessment point o

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
This framework defines the following three layers: 

this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pr

] refers this layer as the framework for supporting multi
approach all these technologies, standards and models are r

this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly pe

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment

] and tailored for ITMark environment

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr

Harmonization process [

was applied the Spanish legislation. However this model represents a general framework and it 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 

s focused on risk management. At this level some practices related to secure so

use our previously defined framework [13] for assessing organization taking into 
In this context we have instantiated each Quality 

by each reference model on ITMark. In 
a new point of view on the right side of Fig.1 in order to represent the assessment point o

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
This framework defines the following three layers: 

this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pr

] refers this layer as the framework for supporting multi
approach all these technologies, standards and models are represented by ITMark quality reference 

this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly pe

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessment

 
] and tailored for ITMark environment

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr

Harmonization process [13] 

was applied the Spanish legislation. However this model represents a general framework and it 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 

s focused on risk management. At this level some practices related to secure so

for assessing organization taking into 
In this context we have instantiated each Quality 

by each reference model on ITMark. In addition we have included 
a new point of view on the right side of Fig.1 in order to represent the assessment point o

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes
This framework defines the following three layers:  

this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pr

] refers this layer as the framework for supporting multi-models Harmonization. In our 
epresented by ITMark quality reference 

this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly pe

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 
used for assessing each organisation. The results of these assessments are described from statist

] and tailored for ITMark environment 

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr

was applied the Spanish legislation. However this model represents a general framework and it 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by ma

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with 

s focused on risk management. At this level some practices related to secure so

for assessing organization taking into 
In this context we have instantiated each Quality 

addition we have included 
a new point of view on the right side of Fig.1 in order to represent the assessment point of view that it 

presented in this paper. The rest of elements such as “Safety Integrity” are not still tes

this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pr

models Harmonization. In our 
epresented by ITMark quality reference 

this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly pe

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 

s are described from statist

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pr

 

was applied the Spanish legislation. However this model represents a general framework and it can be 

Second level is related to control deployment and it need to be justified through risks analysis. 
This is a basic activity for any information security management system. Security is sponsored by man-

nt issuing policies for the organization. Employees receive training on security based on their 
roles and profiles. Security attributes coming from the first level are improved and increased with new 

s focused on risk management. At this level some practices related to secure soft-

for assessing organization taking into 
In this context we have instantiated each Quality 

addition we have included 
f view that it 

presented in this paper. The rest of elements such as “Safety Integrity” are not still test-

this layer is used by technology experts having a deep 
knowledge on standards, laws, reference models and so on. For example the research work pre-

models Harmonization. In our 
epresented by ITMark quality reference 

this layer is mainly focused on the identification of ongoing 
processes inside an organization. All these processes can be explicitly defined or implicitly per-

there are a wide set of different evidences in a company and most of them 
can be assessed different times and with respect to different models or regulations. This layer is 

s are described from statisti-

The use of our framework implies the use of the harmonization process (Fig.2). This paper just pre-



Session VII: SPI & Infrastructure 

7.15  EuroSPI 2013  

3 Statistical data from multimodel assessments  
ITMark has been applied in several organizations. This paper reports data from 47 assessments ap-
plied in 44 organisations in 7 different countries (Fig.3). 

 
Fig. 3. Countries and number of assessments 

All assessments scope includes business processes, information security and CMMI® level 2 pro-
cess areas analysis.   

A. Business Category  

Based on this experience the most critical category in this area is the “Strategy and committee” cat-
egory. As shown in Fig.4 organisations fail on this category and it is not treated correctly. 
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Fig. 4. Assessments results and business categories  

From the analysis of these data filtered by categories and observing the correlations among them 
we obtained the following results (Fig. 5 (a), (b)):  

• 20% (9 out of 47) do not have a business plan and they obtained as result -166.7 

• 13% (6 out of 47) do not have defined development nor production processes.  
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Fig. 5. (a) “Strategy and Committee” and (b) “Development and Production” categories histograms. 

There is a strong relationship between organization’s strategy and business plans definitions, and 
assessments results from these categories. This fact has been pointed out in correlation diagrams (Fig 
6). In detail, the set of organizations do not having a business plan defined faced the following prob-
lems:  
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• Management strategy was not defined and therefore their mission and strategic objectives are 
blurred and/or unknown. 

• Their resulting products are not aligned to market needs. 

• Market positioning is unknown. 

• Commercial activities are carried out without a strategy nor defined plan 

• Benefits from products development are unknown. Project development is carried out without 
any formalism. 
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Fig. 6. Correlation diagrams related to "strategy and committee", “management” and “development 

and production” 

Two critical improvement aspects arise from this situation:  

• Strategy and business plan definition 

• Development and production processes definition 

As described in Fig. 7 well-defined processes definition contributes significantly to Products and 
Services development with a high level of quality. It is also possible to develop good products without 
defined processes but in this case all these organizations need to manage how employees develop 
products and depend on people’s experience in order to achieve development projects objectives. In 
addition we can point out that there are some well defined processes but they are not very useful and 
effective. This situation reflects typically organizations where people define processes theoretically, 
from a bureaucratic point of view, in an exhaustive manner and poorly applicable to real projects.  
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Fig. 7. Dependencies between “Products & Services” and “Development & Production” 

B. CMMI® model  process areas  

Development and production processes are assessed with respect to CMMI® practices and the re-
sults are shown in Fig.8. This graphic represents process areas dispersion found in during the assess-
ments. A line connects all process areas medians. PPQA and MA are the process areas with the up-
most spread during the assessments. 
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Fig. 8. Results from CMMI® model process areas assessments 

 

More specifically and concerning PPQA Figure 8 shows that 23% (11 out of 47) of organizations do 
not have defined their main developments processes because it is considered as a waste of time. Nev-
ertheless PPQA purpose is to provide a vision over the state of the processes and to maintain them up 
to date. As it is shown in Figure 6 developed products quality depends on their related processes ap-
plied by the organization.  
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Fig. 9. PPQA probability plot and histogram  

With respect to Measurement Analysis process area the main reason for this dispersion is that this 
process area requires setting up a measurement framework linking business objectives to metrics used 
within projects. In addition to these difficulties, data gathering, data analysis and an adequate usage of 
this information produced the results shown in Figure 9.  

Nevertheless Figure 8 shows that MA process area contributes to activities performance related to 
“Strategy & Committee” category.  

MA and PPQA areas share a common business objectives definition practice being the cornerstone 
for linking business side with development and production side. 
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Fig. 10. MA and Strategy & Committee correlation- 

 

C. Information security  

91% of the analyzed organizations have achieved level 1 and 4 % achieved level 2 on security in-
formation. In general security assessments demonstrate that security aspects are under considerations 
despite the scarce management involvement for security definition activities. 

Information security management should be integrated with quality management system in order to 
derive standards, procedures and security controls from the management level. These elements will be 
spread within the organization.  

4 Enabler tools  
All these improvements initiatives require some reference tools for helping organizations to adopt an 
improvement discipline. This section suggests some supporting tools for each knowledge area: Apart 
from Minitab [20] used as tool for the analysis of statistical data, we suggest the following tools based 
on our experience:  

• Business area: we use EFQM [11] for analyzing business risks, investment factors, etc.  

• CMMI®: Eclipse Process Framework [21] is used as a tool for defining software processes. 
Due to its low cost it is recommended to be used for software process definition.  

• Information security: we have developed a questionnaire based tool for analyzing the related 
standards. It is an excel-based tool.  

All these tools are not mandatory for improving adopting the multimodel framework. However they 
enable the analysis of the organizations and they provide a path for a continuous improvement in a 
holistic strategy.  

5 Conclusions  
All organizations require a degree of innovation in their business in order to overcome the global crisis. 
Some of them can innovate through quality improvement. Dr. Kao says in its seminal book about inno-
vation “Innovation Nation” [19]:  

“My own definition of innovation is both integrative and aspirational. I define it as the ability of indi-
viduals, companies, and entire nations to continuously create their desired future”. 

Our multimodel framework allows a certain degree of innovation combining the benefits of different 
models. In addition as stated in [18]: “it is impossible to determine if a person’s products are innovative 
if they have never been seen, used, or evaluated” [18]. Therefore we have performed 47 assessments 
on multimodel environments. Based on the industrial question defined during the introduction we can 
argue that: 

IQ1: We have applied our previously defined multimodel framework [13] in 47 industry contexts. 
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IQ2. We have provided a summary of the assessments from our 47 cases.  
IQ3: The assessment results are shown in this paper where some correlations between aspects oc-

cur systematically. 
 

Companies require new ways for assessing quality models and this multimodel framework tested in 
this paper integrates three relevant areas for SME: business, security, and software and systems are-
as.Nowadays organizations need not only to improve technical processes in order to obtain better busi-
ness results but also business and information security aspects. All improvements initiatives must be 
aligned with business and strategic objectives, and this method allows this synchronization.  

The resulting data analysis comes from 47 improvement initiatives deploying this approach. As re-
sult 89% of organizations achieved a good quality level. The cornerstones of this multimodel framework 
are:  

• Development of a clear business strategy and an appropriate business plan 

• Definition of development and production processes related to other business areas. 

• Development of a measurement framework and analysis supporting organizations and project 
management  

• Carrying out quality assurance activities.  

• Involvement of the management during decision making in technical and management pro-
cesses 

Currently we are still gathering more data from other ongoing deployments of this method. From a 
technical point of view we are developing a tool set providing support to the process definition and exe-
cution. This tool set allows metric definition on processes and deployment facilities within organizations. 
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Abstract 

EuroSPI initiative (European System & Software Process Improvement & Innovation Service) 
is celebrating its twentieth anniversary in 2013. One of the main outputs of this initiative is the 
SPI Manifesto, a publication that gathers experience from various contributors in the area of 
process improvement. The aim of this paper is to analyze the impact of publications by means 
of a systematic literature review of the SPI Manifesto. This analysis was conducted using the 
most significant bibliographic databases. The result of the analysis reflects the growing influ-
ence of the initiative detected in the gradual appearance of scientific papers dedicated to the 
SPI Manifesto in research journals. 
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Towards measuring the impact of the 
SPI Manifesto: a systematic review 
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1 Introduction 

Today, firms have become IT usage-dependant organizations seeking to have increasingly efficient 
and innovative technological services and solutions (Lucio-Nieto, Colomo-Palacios, Soto-Acosta, 
Popa, & Amescua-Seco, 2012). In this scenario, software plays a crucial role in improving the produc-
tivity and efficiency of development activities and competitive strategies (Biro, Colomo-Palacios, & 
Messnarz, 2012). To satisfy the various requirements of a software process, companies have made a 
great effort in Software Process Improvement (SPI) (García et al., 2012). Thus, Software Process 
Improvement (SPI) is a systematic approach to increase the efficiency and effectiveness of a software 
development organization and to enhance software products (Unterkalmsteiner et al., 2012). The two 
most internationally used SPI models are Capability Maturity Model Integration (CMMI) and ISO/IEC 
15504 (SPICE). These models define a process improvement approach that provide organizations 
with the essential elements to set process improvement goals, establish a point of reference for as-
sessing current processes and support the improvement of their performance (Mesquida, Mas, 
Amengual, & Calvo-Manzano, 2012). However, although SPI initiatives have been around for many 
years, many companies are still experiencing SPI implementation problems (Niazi, 2012). One of the 
drawbacks of these models is their complexity (Kelemen, Kusters, & Trienekens, 2012; O’Leary & 
Richardson, 2012; Sulayman, Urquhart, Mendes, & Seidel, 2012). 

The SPI manifesto (Pries-Heje & Johansen, 2010) describes the state-of-the-art of SPI. The SPI mani-
festo was edited and reviewed by a large group of international SPI experts back in 2009 to make sure 
that it would achieve broad acceptance. It is structured according to three Values and ten Principles as 
follows: 

 

SPI must involve people actively and affect their daily activities 

• Know the culture and focus on needs 

• Motivate all people involved 

• Base improvements on experience and measurements 

• Create a learning organization 

SPI is what you do to make your business successful 

• Support the organization's visions and objectives 

• Use dynamic and adaptable models as needed 

• Apply risk management 

SPI is inherently linked with change 

• Manage the organizational change in your improvement effort 

• Ensure all parties understand and agree on process 

• Do not lose focus. 

The impact of SPI in the literature in these three years is notable e.g. (Korsaa et al., 2012, 
2013); however, to the best of the authors’ knowledge, there is no formal literature review on 
the impact of SPI Manifesto in the research field. Thus, the aim of this paper is to review the 
literature in order to understand the implications of the SPI Manifesto with the objective to de-
tect potential improvements and developments in the area. 
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2 Research Methodology 

2.1 Motivation and Objectives 

The literature presents a lack of studies on the applications of the SPI Manifesto. In fact, exploring 
previous research shows that a comprehensive systematic review does not exist on the topic. There-
fore, this study will facilitate the understanding of the current status of research in different areas and 
address further investigation. 

2.2 Research Method 

In order to achieve an overview of the state of the art, the research was carried out following 
Kitchenham and Charters’ (2007) guidelines on Systematic Literature Review (SLR). An SLR is a de-
fined as a methodical way to synthesize existing work in a manner that is fair. An SLR is a means of 
identifying, evaluating and interpreting all available research relevant to a definite research question or 
topic area or phenomenon of interest. After reviewing the literature on SLR for similar research objec-
tives, it can be identified that there is no previously published search on the topic. 

This section presents each step followed to carry out this systematic review study, based on the 
guidelines provided by Kitchenham and Charters (2007). 

2.3 Planning 

The goal of the study is to achieve an overview of the current status of the SPI Manifesto in scientific 
literature. An SLR protocol was adapted to describe the plan for the review. The protocol includes 
research background, research questions, search strategy, study selection criteria and procedures, 
data extraction, and data synthesis strategies to ensure that the study is undertaken as planned and 
reduce the possibility of researcher bias. In this review protocol, the whole study timetable was not 
decided from the beginning, but rather the actual timetable of the study and results produced were 
recorded as the study progressed. 

2.4 Research questions 

The research question is twofold:  

1. What is the impact of the SPI Manifesto in the scientific literature? and  

2. What areas of research are more influenced by the SPI Manifesto?  

The keyword used to find an answer to the research question was: SPI Manifesto. 

The results expected at the end of the systematic review were, among other things, to discover what 
surveys exist as well as to identify the implications of the SPI Manifesto in scientific literature. We also 
expected to see what applied research had been carried out on the topic. 

2.5  Search strategy and search process 

The search strategy includes search resources and search process. Each one of them is detailed as 
follows: 

2.5.1. Search resources.  

This study was planned to find all the literature available about the SPI Manifesto. The list of sources 
that the systematic review was conducted with is: 

• ScienceDirect, on the subject of Computer Science,  

• Wiley InterScience, on the subject of Computer Science,  

• IEEE Digital Library (http://ieeexplore.ieee.org), 

• ACM Digital Library (http://portal.acm.org) -,  

• SpringerLink (http://link.springer.com), and  
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• As grey literature, Google Scholar was explored.  

In SpringerLink, two important conference proceedings were found: Software Process Improvement 
and Capability Determination (SPICE) and Systems, and Software and Services Process Improve-
ment (EuroSPI). These publications were taken into consideration because they are the most im-
portant specialized events. 

2.5.2. Search process 

The overall search process is depicted in Figure 1 and is explained in what follows. First, the search 
string was applied in December 2012, returning 44 papers (in total). Irrelevant and duplicate papers 
were removed and a set of 32 unique papers remained. After this, the industrial proceedings confer-
ences of EuroSPI (from 2010 to 2012) were manually searched in January 2013. In these books, five 
relevant papers were found. All of them were included in the list of papers identified, which showed 
that the initial search did not discover these important sources. 

Second, the papers were reviewed based on titles, abstracts, conclusion, references and keywords, 
and then were classified into three different types: 

• Relevant papers: if the paper satisfies one of the two inclusion criteria (explained in what fol-
lows). 

• Process assessment papers: if the paper is related to the SPI Manifesto and is relevant. 

• Excluded papers: other papers, which are not relevant to the topic.  

When there was doubt about the classification of a paper, it was included in the relevant group, leav-
ing the possibility of discarding the paper during the next phase when the full texts of the papers were 
studied. 

Third, each full article was retrieved and read to verify its inclusion or exclusion. The reason for exclu-
sion or inclusion in this third phase was documented. 

Fourth, in order to check the consistency of the inclusion/exclusion decisions, a test-retest approach 
and re-evaluation of a random sample of the primary studies was made. 

 

Using search term
“SPI Manifesto” on 

databases

Review papers 
based on Title, 

Abstract, Conclusion 

Review papers 
based on Full Text

Manually search 
Industrial 

Proceedings 
Conferences of 

EuroSPI .

Comparation to the 
already identified 

papers

Review papers 
based on Full Text

Phase 1 Phase 2  

Figure 1. Search process description  

 

Inclusion and exclusion criteria. A paper is kept in this mapping study if it satisfies one of the two crite-
ria: 
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 The paper is explicitly related to the SPI Manifesto. 

 The paper is relevant to software engineering research.  

The papers were first reviewed based on titles, abstracts, and keywords and they were classified into 
three different types: 

 Relevant papers: if the paper satisfies one of the two inclusion criteria. 

 Process assessment papers: if the paper is related to the SPI Manifesto because it used as a 
reference. 

 Excluded papers: other papers, which do not satisfy one of the two inclusion criteria. 

The authors reviewed all 37 papers and put them into these different groups according to the previ-
ously mentioned criteria. This list was reviewed in order to check for inconsistencies. When there was 
disagreement about the classification of a paper, it was included in the relevant group, leaving the 
possibility to discard the paper during the next phase when the full papers were studied. The result of 
this stage was that 25 papers were classified as relevant. 

There is a risk that some papers have been missed. Therefore, this study cannot guarantee complete-
ness, but it can still be trusted to give a good overview of the relevant literature on the SPI Manifesto. 

2.6. Data extraction 

The data extracted from each paper was documented and kept in a reference manager. After identifi-
cation of the papers, the following data was extracted: 

 Source (journal or conference) 

 Title 

 Authors 

 Publication year 

 Classification according to topics in Table 3. 

 Summary of the research, including which questions were solved 

Based on the criteria for classifying papers, all the papers were reviewed, and the corresponding data 
was extracted. 

To be able to analyze the 25 papers, there was a need to classify them in more ways than just accord-
ing to the framework defined in Section 2. For this purpose, further criteria for classifying the papers 
were defined based on what information was available in the papers. When needed, the topics were 
updated or clarified during the classification process. 

2.7 Results 

The data required for analysis was extracted by exploring the full-text of each paper. Table 1 presents 
the results of the first phase and the source of the documents. Table 2 presents the results in phase 2. 

Table 1. First phase results without filtering 

ScienceDirect 0 
Wiley InterScience 5 
IEEE Digital Library 3 
ACM Digital Library 1 
SpringerLink 12 
Google Scholar 24 
Total 45 
Total (without duplication) 32 
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Table 2. Second phase results 

First phase results 32 
EuroSPI Proceedings 5 
Second phase excluded 12 
Total 25 

 
Table 3  includes the classification of papers with regards to the knowledge area. 

Area Topic Relevant studies 

Education Training & Certifications (Nevalainen & Schweigert, 2010), (Korsaa et al., 
2010), (Korsaa et al., 2012), (Draghici, Draghici, 
Olariu, & Canda, 2012), (Martinez & Salviano, 2011) 

Dissemination (McQuaid & Kasse, 2010), (Santana, Melo, Gusmão, 
& Goldman, 2012), (Kelemen, 2013) 

Research 
Provide evidence of the 
importance of the SPI Mani-
festo 

(Biró, Korsaa, Nevalainen, Vohwinkel, & Schweigert, 
2012), (Biró, 2012), (Unmüßig, 2011)   

Explain the importance of the 
current study (Barreto & Rocha, 2010) , (Cuevas, Mejia, Munoz, & 

San Feliu, 2010), (Finnemann, Natorp, & Pries-Heje, 
2012), (Siakas, Messnarz, Georgiadou, & Naaranoja, 
2012), (Polgár & Biró, 2011) 

Validate the results of the 
study (Salviano, 2011a), (Salviano, 2011b), (Kaynak & 

Karagoz, 2012), (Lopez & Garay, 2012) 
New contributions 

(Kjær & Jørgensen, 2010), Gubaidullina, L., & Käkölä, 
T. (2010), (Koinig et al., 2011), (Peisl & Schmied, 
2012),  

Generate further study 
proposals (Buglione, 2011) 

3 Topics influenced by the SPI Manifesto 

3.1 Training 

The first version of the SPI Manager Skills set and the training material was done originally by Sintef 
(Norway) in a European EQN project during 2005–2006. A completely new version of the SPI Manag-
er Skills set has been under development in the EU Cert project since late 2008. Based on the ECQA 
idea of standardization by roles, skills and training, on one hand; and a vast amount of knowledge and 
experience in the software industry on the other hand, the SPI Manifesto and the SPI Manager training 
set a landmark in the ongoing improved professionalism of the industrialization of software develop-
ment and service management (Nevalainen & Schweigert, 2010; Korsaa et al., 2010, 2012). Draghici 
et al. (2012) demonstrated how a qualification and certification program, like CertiBPM, developed and 
implemented with the support of the European Certification and Qualification Association (ECQA), can 
be used to better support the SPI efforts and strategies in Romanian companies. In these efforts the 
SPI Manifesto was present. 

Martinez and Salviano (2011) presented a vision of process modeling and improvement with three 
types of models (Process Capability Profiles, Process Enactment Description and Process Perfor-
mance Indicators). This view is then used as a basis for introducing Modeling driven Process Im-
provement, the worldview of PRO2PI Methodology (Process Modeling Profile to drive Process Im-
provement). They applied this method in an enterprise and, in its initial phase, it included training in 
software process improvement based on the SPI manifesto so that the participants could better un-
derstand it. On other hand, Salviano (2011b) presented a process improvement cycle that uses the 
SPI Manifesto and the PRO2PI Methodology to guide the process improvement. 
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 3.2 Dissemination and recognition 

McQuaid and Kasse (2010) presented the SPI Manifesto in a Software Quality Professional Magazine. 
Santana et al. (2012) wrote “Melhoria de processo de software utilizando métodos ágeis e o modelo 
MPS.BR”, a book that describes, among other aspects, the SPI Manifesto. 

Kelemen (2013) reported a review evolution of software process improvement in his PHD thesis and 
included the SPI Manifesto in it.  

3.3 Provide evidence of the importance of the SPI Manifesto 

Biró et al. (2012) presented a survey in which actual industrial surveys, whose results are analyzed 
and interpreted in general terms, link them to philosophical issues partly raised in recent initiatives like 
the SPI Manifesto, the ECQA PI Manager Certification and SEMAT. Furthermore, Biró (2012) presents 
a review of SPI from a historical perspective and includes the SPI Manifesto as an example of recon-
ciliation between the “heavyweight” and agile ways to tackle the problem of software processes. 
Unmüßig (2011) points out that people are the key element for SPI, as is also drawn by the SPI Mani-
festo. 

3.4 Explain the importance of the current study 

Cuevas et al. (2010) analyze the results of the implementation of a project management software pro-
cess improvement in an organization, using a methodology that allows using a multi-model environ-
ment as reference. In this paper the authors agreed with the SPI Manifesto about the need to use new 
processes defined through the improvement initiative. 

Barreto and Rocha (2010) present the results of a survey that aimed to identify characteristics that can 
determine the similarity among software projects and also a measure to indicate the level of similarity 
among them, including some insights from the SPI Manifesto in its definition.  

Finnemann, Natorp and Pries-Heje (2012) studied management support in IT project management 
and identified 16 categories of management support actions supporting their findings on the need for 
support of the SPI activities underlined in the SPI Manifesto. 

Siakas et al. (2012) described the new certified Valorization Expert profession. This study considered 
the SPI Manifesto because it contains organizational success principles which directly support the 
dissemination and distribution of improvement ideas, human aspects and networked learning and 
growth. 

Finally, Pólgar and Biró (2011) proposed the application of the usability methodology for SPI and in-
cluded the SPI Manifesto among the methods to put it into practice. 

3.5 Validate the results of the study 

Salviano (2011a) proposed a modeling view of process and process improvement with three types of 
process models (Process Capability Profile, Process Enactment Description and Process Perfor-
mance Indicator) and an example on a process improvement cycle. Furthermore, this author identified 
that the effort is consistent with the SPI Manifesto´s values and principles. 

Kaynak and Karagoz (2012) described the lessons learned from the execution of the process im-
provement program in an IT solutions provider company. One of the key implementation practices was 
“Actively Involve People”, and it was identified in accordance with the SPI Manifesto. This practice was 
implemented in order to overcome “Low motivation of the personnel”. 

Lopez and Garay (2012) uses an organizational model based on the autopoiesis theory to describe 
SPI as an enabler of the organizational change process and underlines that the SPI Manifesto sug-
gests that standards and processes must fit an organization’s real needs.  

3.6 New contributions 

Kjær and Jørgensen (2010) presented the Mjølner Company’s SPI program. They used the three val-
ues of the SPI Manifesto and its ten principles as a basis for the evaluation of their current practices 
and as a guide for future improvements. They further reported the principles and values of the SPI 
Manifesto that have been implemented in Mjølner’s software process.  
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Gubaidullina, L., & Käkölä, T. (2010) described a study in which the authors assess the extent to 
which the SPI Manifesto could be used to help providers to recover from situations in which CRM de-
ployment projects are about to fail and to avoid similar problems proactively in future. 

Koinig et al. (2011) reported a first mapping between SPI and Social Responsibility based on the SPI 
Manifesto and the ISO 26000 standard. They suggested that Social Responsibility concerns should be 
considered an integral part of SPI because interaction in both directions has been found. 

Finally, Peisl and Schmied (2012) presented a conceptual framework to extend their previous re-
search on innovation capability determination. They also proposed to adapt principles 3 and 8 of the 
SPI Manifesto considering some of the thoughts on transforming innovation. 

3.7 Generate further study proposals 

Buglione (2011) proposed Light Maturity Models (LMM), a feasible way to apply the ‘maturity model’ 
concept in a ‘light’ way for agile applications and/or organizations. In this work, the author suggested 
the possibility of building LMM by reinforcing the 12 principles in the Agile Manifesto with the SPI Man-
ifesto. 

4 Summary of results 

The relevance of the SPI manifesto leads to consider two major areas: education (training and dis-
semination) and research (provide evidence of the importance of the SPI Manifesto, explain the im-
portance of the current study, validate the results of the study, new contributions and generate further 
study proposals). Out of a total of 25 relevant studies, according to Figure 2, studies can be classified 
as training (21%), explain the importance of the current study (21%), validate the results of the study 
(17%), generate new contributions (17%), dissemination (12%), provide evidence of the importance of 
SPI Manifesto (8%) and generate further study proposals (4%). 

 

Figure 2: Distribution of papers in various topics. 

Considering the results from various sources, according to Figure 3, the majority of the studies (72%) 
are distributed as follows: EuroSPI (40%) and other conferences (32%), other sources (28%), journals 
(20%), thesis (4%) and books (4%). 
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Figure 3: Distribution of research papers from various sources. Figure 3: 

5 Conclusions, limitations and future work  

This paper presents a systematic literature review of the SPI Manifesto. The rigor of the search pro-
cess is one factor that distinguishes this review from traditional reviews. In order to perform an ex-
haustive search a variety of sources including, ACM, IEEE, Wiley InterScience and SpringerLink were 
inspected. On the other hand, manual searches were made for industrial conference proceedings of 
EuroSPI to complement results with works that are not listed in major databases.  

The results show that, although the importance of the SPI Manifesto is increasing, this initiative is still 
deeply linked with the EuroSPI scenario and must find ways to expand its applicability in terms of pub-
lications outside this community and in terms of new applied research in industrial settings.  

One limitation on this type of research is reliability. Therefore, three researchers were involved in this 
study. They discussed the reliability threats early in the design phase and agreed on the procedure, 
considering activities to mitigate the effect of one researcher’s bias. Furthermore, due to the limited 
number of primary studies, evidence from all types of primary studies was considered. 

In addition, given the exploratory nature of this paper, there are numerous lines of research that could 
be carried out based on the results obtained. One of them is to provide empirical evidence to support 
and validate the SPI Manifesto in order to expand its dissemination beyond the scientific field. Another 
line of research is to identify the relationships between the SPI Manifesto and the current software 
process improvement models.  
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Abstract 

Akari Software is a small software development company based in Cork, Ireland. It was cre-
ated from its parent company, Digital Crew, in 2008 to take forward a family of software prod-
ucts supporting curriculum management in higher education. The work had started with one 
specific commission in 2006 but within four years, a small product suite had been developed, 
with ten organisations using customised variants of those products. In effect, a product family 
had been created but, unfortunately, this had occurred without the underlying structure and 
processes needed to ensure the efficient creation and maintenance of variants. This is a 
common issue faced by software companies as their product range expands. In 2010, Akari 
began making internal changes to develop a product range infrastructure that was suitable 
both for its existing products and its plans for future growth. Localisation was a particular con-
cern, as the company wished to sell into other parts of Europe. The opportunity was also taken 
to switch to an agile model of software development; this had the effect of enhancing the pro-
duction cycle but also facilitated a general programme of ongoing improvement. The purpose 
of this paper is to describe the product line transition that occurred, both to share the experi-
ence involved and to identify a number of general lessons learned. The work was supported 
by a FUSION Project, funded by InterTradeIreland, undertaken in collaboration with the Uni-
versity of Ulster. 
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1 Introduction 

Software created through competitive tendering aims to meet the specific needs of one customer. 
Often, however, the development company will recognise an opportunity to market tailored variants to 
similar customers. If successful, a software product line (or family) is created [1, 2]. Unfortunately, 
there is a dilemma here for the development company: when should it commit to setting up the infra-
structure necessary to support a product family efficiently? It is difficult to attempt such work at the 
outset, as the tendering process typically means that there is pressure to keep implementation costs 
to a minimum. Later, when seeking new business, costs again need to be kept down to attract poten-
tial customers, so there is little incentive to invest in infrastructure. As a result, the product family can 
grow without the underlying support that would facilitate the creation and maintenance of new variants. 

The net indirect loss through inefficiency increases as the family is extended, as suggested in Figure 1 
[3, 4]. The graph illustrates the basic economic argument involved: if there is investment in a product 
line infrastructure initially, the cost of each variant is less than that incurred with traditional develop-
ment methods. With a small number of products, however, traditional methods may be cheaper but as 
the family size increases beyond a certain break-even point, the economic case for introducing a 
product line infrastructure becomes progressively harder to ignore.  

 

Figure 1: Relative costs of product line and traditional development (adapted from [3]). 

The purpose of this paper is to describe the experience of one small company (12 staff), Akari Soft-
ware, making the transition from traditional to product line development. The work involved both the 
creation of a product line infrastructure and the introduction of an internal improvement programme to 
support ongoing enhancement. The next section of the paper describes Akari, its curriculum manage-
ment software and the internal challenges it recognised in 2010. A section then describes how Akari 
approached the transition to product line development. This required a number of internal changes, 
which were supported by a 12-month InterTradeIreland FUSION project [5], undertaken in collabora-
tion with the University of Ulster. The paper concludes by bringing together a number of lessons 
learned from this transition and identifies work that is still in progress. 

2 Initial Situation 

Akari Software offers curriculum management software to higher education institutions to help them 
take an integrated approach to the design, delivery and ongoing evolution of curricula. The suite cur-
rently has four main elements: 

 The core product is Akari Document, which helps build specifications for courses of study (pro-
grammes) and their individual components (modules), including the identification of module con-
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tent, learning outcomes, reading lists, learning resources, delivery schedules, assessment 
schemes, module dependency and other relevant information.  

 Akari Publish is a complementary tool that presents curricula information, either on a searchable 
public website or in printed form, for the benefit of staff, students, and other stakeholders. This is 
handled in a way that facilitates compliance with European Credit Transfer and Accumulation Sys-
tem (ECTS) requirements. 

 Akari Resource helps with the management of human and capital resources used in the delivery 
of a curriculum, linking to HR, Payroll, and Facilities Management systems to determine delivery 
costs per student for both individual modules and full programmes. 

 Finally, Akari Review (in development) will help manage the review of curricula in line with specific 
institution practices. This involves managing the workflow in approving changes or additions to a 
curriculum, to ensure compliance with defined procedures and standards. 

As is evident from these descriptions, the elements of the suite are strongly interconnected but there is 
also substantial tailoring involved in producing an instance for a specific organisation. Examples in-
clude variations in the way that modules are defined, the procedures needed to make curricula 
changes, and the availability of local systems from which additional information can be extracted. The 
level of variation meant that initially it was easier to maintain separate systems for each customer insti-
tution. However, separate management became progressively less convenient as the number of cus-
tomers increased, in line with the economic model illustrated in Figure 1.   

Eventually, in 2010, Akari made the decision to restructure its software suite and associated develop-
ment process. This acknowledged the need to improve the efficiency with which each new instance of 
the Akari suite could be created, deployed and maintained. In addition, as the company wished to 
extend its sales outside Ireland, the software had to be adjusted to accommodate a range of different 
European languages and other local variations. The next section describes the changes that were 
implemented.  

3 Product Line Transition Strategy 

It was recognised in 2008, when Akari Software was first created as a separate entity, that it would 
need to improve its infrastructure to meet its ambitious expansion plans. In principle, this could be 
handled through an incremental programme of change [6-8], managed in parallel with normal day-to-
day activity. In practice, however, while such infrastructure work was clearly important, its priority al-
ways seemed to end up lower than that of immediate tasks, so little progress was made. It was de-
cided, therefore, that a more formal initiative was needed and that, of the alternatives available, a 
FUSION project seemed most suitable [5]. Such a project would enable transitional changes to be 
analysed, implemented and evaluated separately from normal business, and then integrated when 
complete, as suggested in Figure 2.  

 
Figure 2: Product line transition scheme. 

The funding obtained supported the appointment of a software developer for one year and consul-
tancy input from academic staff at the University of Ulster. The final integration stage included the 
assimilation of the developer appointed to the project. 

Preparing the FUSION proposal had the advantage of making explicit the specific product line 
changes required. However, preparing the proposal also made clear that a 12-month project with one 
developer would not be sufficient to complete the work. Some changes would have to be handled by 
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the company—both during the project and after it had finished. For example, it was more appropriate 
for Akari to take responsibility for the definition and establishment of the product configurations.    

Clements and Northrup define a software product line as [1] “a set of software-intensive systems shar-
ing a common, managed set of features that satisfy the specific needs of a particular market segment, 
or mission and that are developed from a common set of core assets in a prescribed way.” The vision 
for Akari Software therefore, was to have an integrated collection of products, managed within a single 
repository—both to facilitate the ongoing maintenance of existing products and the creation and test-
ing of new variants. The basic structure involved is summarised in Figure 3.  

 
Figure 3: Akari product variant structure. 

The top level of the diagram identifies the four Akari products in the suite, each of which exists in a 
range of variant forms. Each variant is made up of a set of components, some of which are part of the 
core platform and others that are specific to the variant. As an indication of scale, there are currently 
seven product variants, using hundreds of variant components on a platform of thousands of core 
components. 

The FUSION project covered three specific pieces of work needed to help set up the desired product 
line structure: 

 The refactoring of existing components to minimise language dependency. In particular, there was 
an immediate need to allow for languages other than English in the product interfaces. The initial 
target was a version supporting German.  

 The introduction of test automation so that products could be re-evaluated quickly after changes 
were made. This was particular important, for example, for modifications made to the core compo-
nents, as faults there were potentially wide-reaching. 

 The introduction of deployment automation to facilitate the construction of variants for specific 
operating environments. It was expected that this would also include refactoring to introduce flexi-
bility in the creation of new variants, based on selection from a range of defined options. 

The work was tackled in the order shown, as this was expected to provide the best cost-benefit for the 
company. Another significant change tackled in parallel with the FUSION project was a move to agile 
development. The agile model was adopted to improve implementation practice, in general, but also 
had specific benefits for product line engineering. The sub-sections that follow discuss these initiatives 
in more detail. 

3.1 Building an Integrated Product Repository 

The first step in moving to a product line infrastructure is to integrate the product components within a 
configuration management system that allows individual products to be assembled as and when re-
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quired. If variants have deviated significantly on separate development paths then there can be signifi-
cant work required at this stage to factor out common elements so that variation is minimised. In the 
case of Akari, variations had been necessary to handle different databases, application servers and 
file systems in addition to customer-specific functionality. 

Initially the Akari repository was built around Subversion but was later transferred to Git because of its 
distributed model and superior ability to manage branches and merges. 

3.2 Language Localisation 

The first piece of work tackled within the FUSION project was the adjustment of the product suite to 
handle different user interface languages. An important early decision was to make language selection 
both dynamic and easily accessible, so that a language switch could occur from any screen. Such 
flexibility was probably beyond what most users required but had benefits for testing and, most impor-
tantly, was impressive when demonstrating the suite to prospective customers. This was probably a 
factor, for example, in Akari later competing successfully for the development of a dual Irish-English 
curriculum management system at NUI Galway. 

The immediate problem faced in refactoring the product suite to manage language dependency was 
the extent to which text was hardwired into the implementation. There were around a thousand indi-
vidual instances of specific text being used directly in the code. Each section had to be modified and 
the suite retested thoroughly to ensure that no errors had been introduced. The approach taken was to 
put all text into a table that could be replaced quickly when a new language was selected.  

The removal of direct text references was tedious and time-consuming but only covered part of the 
language dependency problem. Text was also used in tab labels so other language variants needed to 
be chosen carefully to avoid layout problems in the user interface. A more significant issue was that 
the product suite interface included fifty-four images with fixed language strings. Each had to be con-
sidered individually to decide if a specific image should be created for each language variant or the 
interface changed to avoid the variation. In practice, the interface was changed to remove the need for 
any language-specific images. 

A more fundamental adjustment needed, however, was in the interface between the product suite and 
its operating environment. If, for example, the suite was running in an English-language environment 
but French had been selected for communication, then any prompts that would normally be issued by 
the environment, such as error messages, would have to be handled within the suite to avoid inconsis-
tency. Bootstrap [9] was introduced to provide this level of control. 

Overall, therefore, while language localisation seems straightforward in concept there were many 
messy time-consuming design and implementation details to handle, which meant that the work in-
volved was significantly underestimated. 

3.3 Test Automation 

When the FUSION project began, variants of the Akari suite were mostly tested by hand, as is com-
mon with many web-based applications. Moving to a product line architecture required the introduction 
of test automation [10-12]. As a first step, however, it was necessary to produce a more precise defini-
tion of the Akari products and their variations. This turned out to be another slow time-consuming task 
but benefitted hand-testing immediately and had the effect of bringing out existing ambiguity and other 
deficiencies. Work on test automation was accelerated by the move to agile development as dis-
cussed in Section 3.5 below. This included the building of a suite of acceptance tests using CFSele-
nium [13] ,MXUnit [14], and Jasmine [15], with Jenkins, Bamboo and Ant as a unit test automation 
platform. Current work is focusing on load and compatibility/accessibility testing and the introduction of 
a test-driven approach to software coding. 



Session VIII: Implementations of Experiences 

8.10  EuroSPI 2013  

3.4 Deployment Automation 

The efficient management of variability across products is central to creating an effective product line 
infrastructure [16, 17]. The work on test automation identified that variability. This included standard 
issues such as variations in date and time formats and using local currency appropriate to the cus-
tomer site. More specifically for Akari, however, there were variations in language and concepts 
across different educational institutions in relation to, for example, awards, credits and levels. The way 
in which choice was implemented had to be thought through carefully. Where possible, it seemed best 
to build the variability into the products and allow users to select their preferences. Like language se-
lection (Section 3.2), however, this can involve substantial refactoring, with the costs that that entails. 
The move to agile adoption, as discussed in the next section, has clarified the range of desirable ad-
justments, which will be tackled as time and priorities permit. Work that has been completed so far 
includes support for groups of programmes (courses) and groups of modules (subjects), module 
teaching & learning strategies that vary by mode of delivery; the sharing of stages across multiple 
programmes; and the handling of multiple awards and awarding bodies per programme. 

3.5 Agile Adoption 

A recent paper looking specifically at the relationship between agile development and product line 
engineering [18], noted tentatively that although these approaches appeared to have conflicting val-
ues, there could be benefits overall. This seemed particularly true of organisations that were evolving 
and/or dealing with a volatile market, such as Akari. A survey of software development practices in 
Northern Ireland [19], which included companies taking a product line development, suggested that 
the benefits of an agile approach were so significant that there was little risk in its adoption for any 
organisation. Based on this evidence and the rate at which agile adoption was occurring [20], Akari 
made the decision to move immediately to agile development, in parallel with the product line transi-
tion. A ‘total immersion’ approach was used, using an external consultant as guide, and taking time 
out to train everyone in the company simultaneously. This helped build agreement on an implementa-
tion strategy, and the initial agile process was also designed during the training sessions.  

The process that emerged was based on Scrum [21]. For support, it combined low-tech information 
radiators (sprint boards) with background technology (Greenhopper, with Jira for issue tracking). At 
each sprint retrospective, the process was reviewed and adjusted to suit the needs and wishes of the 
development team. Such changes ranged from the layout of information on the sprint boards and the 
definition of ‘done’, to more major adjustments, including greater emphasis on up-front design and a 
move to Scrumban [22] to introduce ideas from lean engineering.  

One immediate benefit of agile adoption was in code productivity—though the greater volume of code 
produced also increased the number of errors handled. Efficiency was restored by separating out bug 
fixes from the development of new functionality. The current process enables the company to provide 
accurate effort, time and cost estimates to customers in response to change requests. This was 
achieved by taking feature requests through elaboration and planning, and then using a derived 3-
month sprint efficiency measure (story points/man day) to estimate the effort. A more subtle additional 
benefit is that the broad approach to the introduction of agile thinking has led to the application of agile 
principles and processes in other functions of the business. 

4 Conclusions 

This paper has described one company’s experience of moving to a product line infrastructure. Five 
aspects of the transition were considered individually: (i) building an integrated repository; (ii) lan-
guage localisation; (iii) test automation; (vi) deployment automation; and (v) agile adoption. Some 
general lessons can be drawn from this work. In particular: 

 Adopt agile practices early in the process: Despite reservations in the literature, Akari found im-
mediate benefit in adopting an agile approach to product line development. The strategy of train-
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ing everyone at the same time and having collective input to the design of the development pro-
cess proved particularly effective—both in building cohesion and bringing the associated wordload 
to the surface. The gains suggest that earlier adoption would have been even better, as an agile 
structure is a general aid to organisational change. 

 Think ahead to avoid a steep transition: The FUSION project helped kick-start the product line 
transition. It was useful for Akari to be aware of external funding opportunities so that such options 
could be taken into account when it became clear that a significant initiative was required. Ideally, 
however, it would have been better to avoid a step change by making smaller adjustments earlier. 
Again, this possibility seems more likely if agile development had been in use from the outset—
with the agile approach there is an assumption of periodic refactoring, so problems are less likely 
to build up to a point where a major (risky and expensive) change is required. 

 Be flexible where practical : Although there can be significant cost in setting up a product line in-
frastructure initially not all elements are expensive. In particular, isolating language dependency in 
software can be achieved at relatively low cost if taken into account at the outset. Effectively, this 
is just an example of good software engineering practice in anticipating where change may occur, 
and allowing for such future adjustment. 

 Maintain a single code base: In essence, a product family starts with the second sale. Even if 
there is substantial variation involved, it seems important to keep the code together within the 
same repository and have the variation managed through configuration control. This is again just 
good development practice and little different from the management of successive versions of a 
product as it evolves.  

Overall, although the work involved was significantly underestimated, and is still in progress, the tran-
sition to a product line infrastructure has been very successful for Akari Software. The adoption of the 
agile approach to development was a major factor in that success and seems a highly desirable first 
step in product-line implementation, in general. 

The work at Akari has also illustrated the importance of product-line development to companies of all 
sizes, even though historically the emphasis has been on relatively large organizations that develop 
products of substantial size and variation.  

Work on further advances in the field continues to be funded [23] though the product-line concept is 
now well established in software and systems engineering, as indicated by an associated international 
standard (ISO/IEC 26550) that is shortly to appear [24]. 
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Abstract 

This paper describes the results obtained and the lessons learned from the implementation of 
the ISO/IEC 29110 standard in four small software development companies, clustered in a 
joint process improvement programme. The main results of this initiative have been on the one 
hand, the definition of a standardized set of processes and procedures and, on the other, the 
development of a Process Asset Library to support project management good practices within 
the participant organizations. The PMBOK® Guide was used to complement the ISO/IEC 
29110-5-1-2 standard, in order to provide detailed knowledge about project management 
inputs, outputs and best techniques. 

Keywords 

Software Process Improvement (SPI), Project Management, Very Small Entities (VSE), Proc-
ess Asset, ISO/IEC 29110, PMBOK®. 

1 Introduction 

This paper presents the obtained results and the lessons learned from the implementation of the 
ISO/IEC 29110 standard in four VSEs. The initial aim of the project was to support a set of software 
organizations, both in the definition of the best practices that should follow their software development 
processes, and in the management of their projects. 

In order to optimize resources and reduce the costs of consultancy, generally difficult to afford for this 
kind of companies, a programme involving four organizations was created. All these organizations 
belong to TurisTEC (Cluster of companies and institutions dedicated to the production and implemen-
tation of technological solutions for the Tourism Industry). 

Initially, these companies raised no restriction on the adoption of one or other standard since the certi-
fication was not a short-term goal for them. Thus, given that the main interest of the companies was to 
improve internally, we should propose a set of best practices to be incorporated into their projects. 
From our experience in implementing process improvement programs in SMEs [1, 2, 3] and, given the 
nature of these organizations [4], we suggested to adopt the ISO/IEC 29110 international standard for 
software process improvement, since it is specific for VSEs and completely fitted their needs [5, 6]. 

 A Project Management improvement 
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Moreover, if they wish to opt for the certification in the future, they would be already aligned with a 
recognized international standard. 

It was decided to begin working on the production processes, that is, the software implementation 
process activities. Since the companies participating in this programme had already showed their in-
terest in process improvement and taken part in previous quality actions, they did already perform 
many of the tasks proposed by this process. Thus, regarding to implementation processes, our work 
was limited to complete/add some best practices, improve some assets and create some new more. 
However, none of these four companies had dedicated resources to management. Therefore, the 
main goal of our work supporting these organizations was focused on establishing the project man-
agement processes. For this reason, in this paper we only present the results related to the implemen-
tation of project management process. 

In order to define the set of project management processes and assets that could be used by the or-
ganizations in all their projects, the following standards were used: 

 ISO/IEC 12207:2008, which establishes a common framework for all the software life cycle proc-
esses. The process map of this standard is very wide and it may be too ambitious for this kind of 
organizations. 

 ISO/IEC 29110-5-1-2:2011, specific standard for software development companies up to 25 em-
ployees that includes a subset of ISO/IEC 12207 processes adapted to the particular needs of 
these organizations. It is structured in only two processes, Software Implementation and Project 
Management. 

 The Project Management Body of Knowledge (PMBOK®) Guide, specific for project management 
processes. It has been promoted and developed by the Project Management Institute (PMI®), a 
not-for-profit professional association which primary goal is to advance the practice, science and 
profession of project management. 

The paper is organized as follows. Section 2 briefly describes the international standards used in this 
work, ISO/IEC 29110-5-1-2 and the PMBOK® Guide. Section 3 presents the existing relation between 
these two standards. Section 4 shows the Process Asset Library developed for supporting the de-
ployment of ISO/IEC 29110-5-1-2 Project Management process. Section 5 discusses the lessons 
learned from its application in the companies. Finally, conclusions are summarized in Section 6. 

2 Background 

2.1 ISO/IEC 29110-5-1-2 

The ISO/IEC 29110-5-1-2 standard [7] is aimed at providing a management and engineering guide 
which is applicable to the vast majority of small and very small entities that do not develop critical 
software. This standard defines two processes, Software Implementation and Project Management. 
The purpose of the Software Implementation process is the systematic performance of the analysis, 
design, construction, integration and tests activities for new or modified software products according to 
the specified requirements. The purpose of the Project Management process is to establish and carry 
out in a systematic way the tasks of the software implementation project, which allows complying with 
the project’s objectives in the expected quality, time and cost. 

The Project Management process has the four following activities: 

 PM.1 Project Planning 

 PM.2 Project Plan Execution 

 PM.3 Project Assessment and Control 

 PM.4 Project Closure 
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The ISO/IEC 29110-5-1-2 Project Management process is related with a subset of ten ISO/IEC 12207 
[8] processes. Table 1 shows the relations between the objectives of the ISO/IEC 29110-5-1-2 Project 
Management process and these ten software life cycle processes. 

Table 1: ISO/IEC 12207 processes related to ISO/IEC 29110-5-1-2 Project Management process  
Objectives of the ISO/IEC 29110-5-1-2 Project Management process ISO/IEC 12207 processes 

PM.O1. The Project Plan for the execution of the project is developed according 
to the Statement of Work and reviewed and accepted by the Customer. The 
Tasks and Resources necessary to complete the work are sized and esti-
mated. 

Project Planning Process 
Measurement Process 

PM.O2. Progress of the project is monitored against the Project Plan and re-
corded in the Progress Status Record. Corrections to remediate problems 
and deviations from the plan are taken when project targets are not 
achieved. Closure of the project is performed to get the Customer accep-
tance documented in the Acceptance Record. 

Project Assessment and Control Process 
Measurement Process 
Software Acceptance Support Process 
Software Problem Resolution Process 

PM.O3. The Change Requests are addressed through their reception and 
analysis. Changes to software requirements are evaluated for cost, sched-
ule and technical impact. 

Software Requirements Analysis Process 

PM.O4. Review meetings with the Work Team and the Customer are held. 
Agreements are registered and tracked. 

Software Review Process 

PM.O5. Risks are identified as they develop and during the conduct of the pro-
ject. 

Risk Management Process 
Software Review Process 

PM.O6. A software Version Control Strategy is developed. Items of Software 
Configuration are identified, defined and baselined. Modifications and re-
leases of the items are controlled and made available to the Customer and 
Work Team. The storage, handling and delivery of the items are controlled. 

Software Configuration Management Proc-
ess 

PM.O7. Software Quality Assurance is performed to provide assurance that 
work products and processes comply with the Project Plan and Require-
ments Specification. 

Software Quality Assurance Process 

The ISO/IEC 29110-5-1-2 standard has adapted these ten processes to the needs of small and very 
small entities to facilitate the introduction of project management best practices. More concretely, and 
as expected, this standard covers the activities related to the triple constraint: scope, time and cost. 
Due to it is a standard adapted to small organizations, change management and risk management are 
addressed from a more general perspective. However, it does consider neither the issues related to 
the organizational management (human resources and infrastructure) nor the aspects related to the 
providers (procurement and supply). 

2.2 The PMBOK® Guide 

The Project Management Body of Knowledge (PMBOK®) Guide [9] is a collection of recognised good 
practices that are widely applied by project management professionals and practitioners for the suc-
cessful management of projects around the world. The PMBOK® Guide provides guidelines for man-
aging projects within an organization and also promotes a common vocabulary within the project man-
agement profession for discussing, writing, and applying project management concepts. 

The project management good practices in the PMBOK® Guide cover the entire project lifecycle, from 
proposal to delivery, final acceptance and closing. The standard defines 47 project management proc-
esses which are grouped into five categories known as Project Management Process Groups: Initiat-
ing, Planning, Executing, Monitoring and Controlling, and Closing. Moreover, the PMBOK® Guide rec-
ognises ten Knowledge Areas typical of almost all projects: 

 Project integration management 

 Project scope management 

 Project time management 

 Project cost management 

 Project quality management 
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 Project human resources management 

 Project communications management 

 Project risk management 

 Project procurement management 

 Project stakeholder management 

3 Relation between ISO/IEC 29110-5-1-2 and the PMBOK® Guide 

The first step of our work consisted on finding all the existing relations between the tasks of the 
ISO/IEC 29110-5-1-2 Project Management process and the PMBOK® Knowledge Areas in order to 
increase the knowledge about these tasks and also, to facilitate the development of organizational 
process assets to be used in all the projects within the company. As a first conclusion, we observed 
that the information of the processes of the following PMBOK® management areas should be 
considered and used during the development of our project management process asset library: 

 Project Integration Management. This area includes the processes and activities of management, 
including: formally constitute a project, plan it, monitor it, control it and direct it to closure. The 
Integration Management is a cross-sectional area and basic, whatever the level of management 
applied. Therefore, and as might be expected, the specific standard for small and very small 
entities includes a reference to such activities. 

 Project Scope Management, Project Time Management, Project Cost Management. Nor is it 
surprising that ISO/IEC 29110-5-1-2 considers the processes related to the triple constraint: define 
the work required to complete the project, subdivide it into smaller components (project activities), 
develop the schedule and estimate both the resources and the cost needed to carry out the 
project. 

The ISO/IEC 29110-5-1-2 standard includes the identification of the roles, responsibilities and skills 
required for the necessary profiles of the project team, and the selection of the most appropriate to 
each profile. In contrast, the standard does not cover other tasks of Project Human Resource 
Management, such as training and team member’s performance control. 

ISO/IEC 29110-5-1-2 considers the identification of risks that may affect the project and their control 
during the project execution, but in a very general way, without specifically mentioning the tasks 
related to the quantitative and qualitative risk analysis addressed by the PMBOK® Guide area Project 
Risk Management. 

The project management good practices of the following PMBOK® Knowledge Areas are not consid-
ered by the ISO/IEC 29110-5-1-2 standard: 

 Project Quality Management. While ISO/IEC 29110-5-1-2 considers as aspects of quality assur-
ance the verification, validation and review of the products obtained, the PMBOK® Project Quality 
Management area refers to the processes and activities that establish responsibilities, objectives 
and quality policies for continuous improvement of the processes carried out throughout the pro-
ject. 

 Project Communications Management. The standard does include neither the identification of the 
stakeholders’ information needs nor the definition of the communication plan among all project 
stakeholders. 

 Project Procurement Management. The standard does not cover any of the processes related to 
the purchase or acquisition of products, services or results to be obtained out of the project team. 

 Project Stakeholder Management. The standard does not address any aspect related to the identi-
fication of the persons or organizations affected by the project, or with the documentation of rele-
vant information regarding their interests, involvement and impact on project success. 
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4 Process Asset Library to support Project Management in SMEs 

From the input and output products proposed by the ISO/IEC 29110-5-1-2 Project Management 
process, and from the inputs, techniques and outputs proposed by the selected processes of the 
PMBOK® Guide, a Process Asset Library to support the performance of project management tasks 
has been developed. The developed assets are categorized into four groups of assets (that 
correspond to the four ISO/IEC 29110-5-1-2 Project Management process activities): Project Planning, 
Project Execution Plan, Project Assessment and Control and Project Closure. 

4.1 Project Planning assets 

Table 2 shows the developed assets that can be used during the planning phase of the project. For 
each asset, the table shows the ISO/IEC 291105-1-2 Project Management process tasks that use or 
produce that asset (second column) and the processes of the PMBOK® Guide which techniques can 
be used to expand the knowledge necessary to use the asset (third column). 

Table 2: Project Planning assets 
Asset ISO/IEC 29110-5-1-2 Project Management Tasks PMBOK® Processes 

Project Charter PM.1.1 Review the Statement of Work. 4.1 Develop Project Charter 
5.1 Plan Scope Manage-

ment 
WBS (Work Break-
down Structure)   

PM.1.3 Identify the specific Tasks to be performed in order to produce 
the Deliverables and their Software Components identified in the 
Statement of Work. Include Tasks in the SI process along with veri-
fication, validation and reviews with Customer and Work Team 
Tasks to assure the quality of work products. Identify the Tasks to 
perform the Delivery Instructions. Document the Tasks. 

5.4 Create WBS 
6.1 Plan Schedule Man-

agement 

Schedule PM.1.4 Establish the Estimated Duration to perform each task. 
PM.1.7 Assign estimated start and completion dates to each one of the 

Tasks in order to create the Schedule of the Project Tasks taking 
into account the assigned Resources, sequence and dependency of 
the Tasks. 

PM.1.8 Calculate and document the project Estimated Effort and Cost. 

6.2 Define Activities 
6.3 Sequence Activities 
6.5 Estimate Activity Dura-

tions 
6.6 Develop Schedule 

RBS (Resource 
Breakdown Struc-
ture) 

PM.1.5 Identify and document the Resources: human, material, equip-
ment and tools, standards, including the required training of the 
Work Team to perform the project. Include in the schedule the dates 
when Resources and training will be needed. 

PM.1.6 Establish the Composition of Work Team assigning roles and 
responsibilities according to the Resources. 

6.4 Estimate Activity Re-
sources 

9.1 Plan Human Resource 
Management 

9.2 Acquire Project Team 

Budget 
Customer Tender 

PM.1.8 Calculate and document the project Estimated Effort and Cost. 7.1 Plan Cost Management 
7.2 Estimate Costs 
7.3 Determine Budget 

Project Plan 
Mind Map 

PM.1.11 Generate the Project Plan integrating the elements previously 
identified and documented. 

PM.1.12 Include Product Description, Scope, Objectives and Deliver-
ables in the Project Plan. 

PM.1.9 Identify and document the risks which may affect the project. 
PM.1.10 Document the Version Control Strategy in the Project Plan.  
PM.1.13 Verify and obtain approval of the Project Plan. Verify that all 

Project Plan elements are viable and consistent. The results found 
are documented in a Verification Results and corrections are made 
until the document is approved by PM. 

PM.1.14 Review and accept the Project Plan. Customer reviews and 
accepts the Project Plan, making sure that the Project Plan ele-
ments match with the Statement of Work. 

PM.1.15 Establish the Project Repository using the Version Control 
Strategy. 

4.2 Develop Project Man-
agement Plan 

5.2 Collect Requirements 
5.3 Define Scope 
11.2 Identify Risks 
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4.2 Project Plan Execution assets 

Table 3 shows the assets that can be used to implement the documented plan on the project. 

Table 3: Project Plan Execution assets 
Asset ISO/IEC 29110-5-1-2 Project Management Tasks PMBOK® Processes 

Progress Status 
Record 

PM.2.1 Monitor the Project Plan execution and record actual data in 
Progress Status Record. 

4.4 Monitor and Control 
Project Work 

Change request PM 2.2 Analyse and evaluate the Change Request for cost, schedule 
and technical impact. The Change Request can be initiated exter-
nally by the Customer or internally by the Work Team. Update the 
Project Plan, if the accepted change does not affect agreements 
with Customer. Change Request, which affects those agreements, 
needs to be negotiated by both parties (see PM.2.4). 

4.5 Perform Integrated 
Change Management 

Meeting Record PM.2.3 Conduct revision meetings with the Work Team, identify prob-
lems, review risk status, record agreements and track them to clo-
sure. 

PM.2.4 Conduct revision meetings with the Customer, record agree-
ments and track them to closure. Change Request initiated by Cus-
tomer or initiated by Work Team, which affects the Customer, needs 
to be negotiated to reach acceptance of both parties. If necessary, 
update the Project Plan according to new agreement with Customer. 

4.3 Direct and Manage 
Project Work 

4.3 Project Assessment and Control assets 

Table 4 shows the developed assets that can be used to evaluate the performance of the plan against 
documented commitment. 

Table 4: Project Assessment and Control assets 
Asset ISO/IEC 29110-5-1-2 Project Management Tasks PMBOK® Processes 

Project Performance 
Report 

PM.3.1 Evaluate project progress with respect to the Project Plan, com-
paring: actual Tasks against planned Tasks, actual results against 
established project Objectives, actual resource allocation against 
planned Resources, actual cost against budget estimates, actual 
time against planned schedule, actual risk against previously identi-
fied 

PM.3.2 Establish actions to correct deviations or problems and identified 
risks concerning the accomplishment of the plan, as needed, docu-
ment them in Correction Register and track them to closure. 

PM.3.3 Identify changes to requirements and/or Project Plan to address 
major deviations, potential risks or problems concerning the accom-
plishment of the plan, document them in Change Request and track 
them to closure. 

4.4 Monitor and Control 
Project Work 

5.6 Control Scope 
6.7 Control Schedule 
7.4 Control Costs 
11.6 Control Risks 

4.4 Project Closure assets 

Table 5 shows the assets to provide the project’s documentation and products in accordance with 
contract requirements. 

Table 5: Project Closure assets 
Asset ISO/IEC 29110-5-1-2 Project Management Tasks PMBOK® Processes 

Acceptance Record PM.4.1. Formalize the completion of the project according to the Deliv-
ery Instructions established in the Project Plan, providing accep-
tance support and getting the Acceptance Record signed. 

5.5 Validate Scope 
4.6 Close Project or Phase 

Historical informa-
tion 

PM.4.2 Update Project Repository. 4.6 Close Project or Phase 
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5 Lessons learned 

In this section, the remarks we have made during the implementation of the ISO/IEC 29110-5-1-2 
standard in the four companies in this clustered action are described. Regarding general aspects, we 
can state that: 

 These small companies are fully devoted to their productive work and to solve their day-to-day 
survival problems. They are often unable and unwilling to devote time and efforts to define pro-
cesses or assets. These companies do not have a quality department, unlike larger organizations, 
which is dedicated to these tasks. In small organizations, software engineers are more oriented to 
product, service or management instead of establishing new working practices. 

 These companies were unaware of the existence of both the ISO/IEC 29110-5-1-2 and the 
ISO/IEC 12207 standards. Some employees knew the PMBOK® Guide but above all, they knew 
the existence of the PMP certification. In any case, all these standards seemed very complex and 
out of reach to them. We fully agree with [6] when they state that "… it is still needed often requir-
ing intervention from software process consultants". We really think these companies need exter-
nal consultancy that offers support in process development and improvement, issues that they 
generally unknown and considered utopian and distant. 

 Small entities not only need to know what to do in order to improve their processes, but they need 
to have specific procedures describing in detail the work they have to perform, with a clear set of 
best practices and a set of assets that will help to carry them out. These procedures should be 
simple and applicable to the types of projects that they normally undertake. 

 They spend very little effort to improve employee training and, when done, it is not according to a 
training plan, but as an ad-hoc action derived from a detected short-term need. 

 These companies usually have no explicit procedures for the purchase or acquisition of products, 
services or results to be obtained outside of the company. Moreover, it has not been detected any 
best practice of the ISO/IEC 29110-5-1-2 Project Management process related to the PMBOK® 
Guide’s Project Procurement Management area. 

 While in the clustered action different ISO/IEC 29110-5-1-2 tasks for the identification of potential 
risks have been established, the truth is that it was not traditionally accustomed to performing risk 
management activities. Incidents were assumed and the companies used to react as they could. 

Regarding ISO/IEC 29110-5-1-2 application aspects, we note that in our case: 

 During the definition of the Project Management process, we had to establish a new mechanism 
for communication among all the stakeholders in a project. We observed that some of these 
practices were informally conducted but they were not defined in the organizations. Thus, although 
the ISO/IEC 29110-5-1-2 standard does not include the identification of the stakeholders’ 
information needs and the definition of the communication plan, these good practices were 
considered in our improvement programme. 

 There were as many project management methods as there were project managers in the 
organization. Since there was no an established procedure, each employee used the method 
he/she knew and that best suited to his/her way of working. In order to obtain a standard 
procedure, we had to consider their good practices and then agree on the most appropriate. It is 
well known the change resistance we all have. For this reason, and in order to generate a useful 
process, it is much better to reach a consensus than imposing it. 

 Organizations need to have tools to become more efficient and productive in their daily work. 
Therefore, it was necessary to select, propose and agree a set of tools to support both collabora-
tive work and project management tasks. Since some of the participant companies had already 
developed some internal software tool to support some of these aspects, each company selected 
the subset of tools that best suited their needs, from the list we had proposed: Wiggio, TeamLab, 
Teambox, Zoho, among others. 

 Although it seems that ISO/IEC 29110-5-1-2 does not establish any specific practice related to the 
performance monitoring of team members, a core set of performance indicators and the way of 
monitoring them were established. 
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The valuation of this initiative for ISO/IEC 29110-5-1-2 implementation, pioneer in our country, is 
totally positive. As key strengths for the success of the project it is worth highlighting: 

 The active participation, motivation and consciousness of all the participant companies. 

 The willingness to share knowledge among companies. It is important to note that these 
companies are in the same sector and they sometimes compete to obtain a new project/client. 

 The establishment of a detailed plan and its compliance with only some slight deviations. The 
programme had a very clear schedule with periodical monitoring in all the companies. Without 
these joint reviews and the understanding of the improvement actions to take by the team, the 
cost of the implementation of the standard would have been much higher. 

Now from a technical point of view we could point out: 

 The selection of a representative in each company. This person channeled the needs and 
requirements of his/her company and raised them to the meetings held between all the 
representatives and consultants. The agreements made in these meetings needed subsequent 
approval by each organization. 

 The selection of a collaborative work tool (TeamLab) to support the communication and file-
sharing between all the representatives and consultants. 

6 Conclusions and Further Work 

This paper has described the activities performed during a clustered plan of four small software 
development companies, which main objective was the implementation of the ISO/IEC 29110-5-1-2 
standard. Since the Software Implementation process was already quite deployed in all the participant 
organizations, the article focuses on the Project Management process. The main result of this process 
improvement programme has been the definition of a standardized set of processes and procedures, 
and the creation of a library of process assets that are useful for the projects that are carried out within 
the participant organizations. The PMBOK® Guide was used to complement the ISO/IEC 29110-5-1-2 
standard, in order to provide detailed knowledge about the inputs, outputs and best techniques for 
each Project Management task. 

The implementation of the processes defined in the grouped plan has enabled the participant 
companies to increase or generate new knowledge on the projects carried out within the organization. 
It has represented a big innovation on their former way of working before incorporating these 
processes. Traditionally, the knowledge generated by projects used when developing new tenders, 
was only in the minds of project managers or the top manager (often also the company’s owner). Now, 
the knowledge is transferred to the company. There is a basic but decisive set of indicators that 
enable the company to improve new tenders, optimize the work and, as a result, increase their 
competitiveness. 

Regarding future actions, we want to mention that some of the actions identified at the beginning of 
the project need to change some aspect that has not provided the expected result when it has been 
applied in everyday projects. These future actions that are planned include the development of new 
assets, the changes in some of the existing ones and the addition of some new good practices to 
certain processes. 

Although certification was not the main objective of the participant organizations, a company that has 
implemented the ISO/IEC 29110-5-1-2 standard, besides the fact that it will have met its goal of 
improving its internal operations, it may even choose to be certificated according to an international 
standard for software process improvement. We consider that it is more reasonable that these 
companies will select a standard created specifically for this type of organizations rather than a 
general purpose standard, such as ISO/IEC 15504 or CMMI. Because project management good 
practices must be implemented to increase the maturity of a company, this paper recommends the 
use of the ISO/IEC 29110-5-1-2 standard as a starting point for small and very small entities to 
establish contact with project management and/or organizational maturity. 
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Abstract 

For the effective promotion of software process improvement (SPI) activities in the word, it is 
very important to establish a community beyond various social/organizational barriers. Like the 
auto-mobiles industry, to share various knowledge/experiences is to evolve one’s own industry. 
To promote SPI activities in Japan, we established Japan SPI Consortium (JASPIC) in Octo-
ber 2000. In this paper, we describe the status of SPI practice in Japan through our experi-
ence in various activities in JASPIC, analyse current issues from software engineering point of 
view, and make some proposals for future action. 
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1 Introduction 

A number of software process evaluation frameworks, such as CMM, ISO/IEC 15504, etc., have been 
proposed and being used in many software organizations all over the world. Also, many companies 
have installed a functional unit called SEPG in their organization toward software process improve-
ment. However, still there are number of companies who cannot be proceed step forward because of 
the shortage of human resources and/or the lack of sufficient technical/managerial knowledge neces-
sary for SPI.   

To overcome these difficulties, it is important for SEPG staff in various companies to have opportunity 
for exchanging information beyond the boundary of organizations. Japan SPI Consortium (JASPIC) 
was established as a social mechanism to promote this kind of mutual exchange among SEPG people 
in Japanese software industry.  

2 Birth of JASPIC 

The keyword “Process Improvement” became popular in Japanese software community since the 
translation of Watts Humphrey’s book “Managing the Software Process” was published in 1991 [3]. 
Around that time, many software companies were trying very hard to get ISO9000s certification, but 
some engineers, people like SPIN (Special Interest Group on Process) members in SEA (Software 
Engineers Association) have already moved their concern to CMM.  

SEA is a volunteer organization established in December 1985 to provide a "place for software engi-
neers or researchers, who are working in different environments such as software houses, computer 
manufacturers, computing service bureaus, universities, and research laboratories, to exchange their 
technical experience or knowledge freely beyond the barriers of existing social organizations. It has 
been conducted various activities to promote software engineering practice. One of the major techni-
cal events in SEA is annual Software Symposium (SS). SEA-SPIN was kicked off at the BOF session 
in SS-1996. In 1998, some of SEA-SPIN members volunteered to make official Japanese translation 
of SW-CMM Technical Reports TR-24 & 25 responding a request from CMU/SEI. They published the 
result open to public via official web page of SEA. 

Then SEI released CMMI. Soon, strong needs for Japanese translations of various technical docu-
ments were emerged from the industry. But the large volume of translation task seems to be far 
beyond the work of small volunteer group. So, a new non-profit organization JASPIC was established 
in October 2000 as a joint effort of several SPI-sensitive companies. 

3 History of Software Engineering in Japan 

In this section, we summarize the history of software engineering in Japan especially about quality 
management aspects of the technology [1] [2].  

3.1 Before 1980s 

In this period, the major concern in software industry was quality assurance of large application sys-
tems like banking, railroad seat reservation systems, etc. The major players were mainframe computer 
manufactures. They have applied their know-how accumulated in quality management in hardware 
manufacturing into software development. The result was very much successful and known as world 
famous “software factory system”. 



Session VIII: Implementations of Experiences 

EuroSPI 2013  8.23 

Also, in this period, QC circle approach, which was well known in hardware manufacturing area, was 
introduced into software field. It was rather easy to incorporate various support tools in software de-
velopment environments because each manufacturer was using their own operating systems as the 
basis of environment. Many creative engineers invented their own software quality tools or manage-
ment style and practiced in their projects. 

3.2 1980s 

In this period, IT industry’s major concern was the “expansion of a scale”, because of high-speed 
growth of Japanese economy. Many large application systems like 3rd generation banking systems 
were developed, and a large number of engineers from software houses were involved into these pro-
jects under Japanese style project subcontracting mechanism. 

In this situation, it was necessary for system integrators (main-framers) to train subcontractors about 
their system for project management and quality control. For this purpose, there were intensive effort 
of systematizing quality control and assurance methods. The representative examples were “SWQC” 
of NEC, “Ayumi System” of Fujitsu, etc. NEC’s approach was an example of software design im-
provement system all over the organization different from traditional hardware manufacturing field. 
Fujitsu’s system was a mechanism for transferring main-framer’s software quality management ap-
proach into software houses in subcontracting scheme. 

This period can be summarized as the glorious age of Japanese style software quality management. 
Generally speaking, technology change was rather slow; OJT (On the Job Training) of quality man-
agement was successful in many organizations. 

3.3 1990s 

From late 1980s, a rapid trend toward open systems has started. Also, globalization of world economy 
brought Japanese software vendors into fierce international competition in the international market-
place. Big and long-range projects have disappeared. Many open system development project were 
small in size and development cycle was very short. Also, style of software business was sifted from 
product-oriented one to service-oriented. Traditional quality management style succeeded in the do-
mestic market became rather out of date in this new situation and resulted lot of confusion in project 
management and also in training. 

At the same time, International standard ISO9001 has come out. Many companies started to get ISO 
certification for competition in the international marketplace. Also, other new framework like CMM, Six 
Sigma, etc. has come in. Many software companies who did not have strong technical identity rushed 
into certification racing. As a result, SPI activities in field projects were slowed down.    

3.4 2000s 

Still the general trend in the industry is looking for the new ideas imported from overseas. But other 
voices for the needs of re-evaluating the strength of Japanese style quality management became 
louder and louder. Some people are indicating needs to establish new role of Japan in the internation-
al software engineering community. 

3.5 Latest trends 

SEA(Software Engineering Association) and JUSE-SQiP(Union of Japanese Scientists and Engineers 
– Software Quality Profession) are established in the 1980s and continue being still active. And, some 
communities  were established on the basis of volunteers after 2000 and came to have constant 
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influence in the Japanese industry. A main community and the activity summary is shouwn in table 1. 

Table 1: Overview of major communities in JAPAN 

Community Main Event Characteristics 

Name Date 

SEA (Software Engineering 
Association) 

Software Symposium July Academic-Industrial Collabora-
tion is active 

JASPIC (Japan SPI con-
sortium) 

SPI Japan (Software 
Process Improvement 
Conference) 

October Under the theme of SPI, a main 
electrical equipment manufac-
turer is a member 

Development of SPI  Strategy 
Model 

ASTER (Association of 
Software Test EngineeR-
ing) 

JsSST (Japan Sympo-
sium on Software 
Testing) 

January Authorization of the test engi-
neer by JSTQB Japan Soft-
ware Testing Qualifications 
Board  

JUSE(Union of Japanese 
Scientists and Engineers)-
SQiP (Software Quality 
Profession) 

SQiP Symposium 
(Software Quality 
Symposium) 

September Development of SQuBOK 
(Software Quality Body of 
Knowledge) 

Agile Process Association Software Engineer 
Summit 

Spring and 
Autumn 

Research and development 
about the agile development 

AFFORD (Association For 
Facilitation Of Rational 
Derivational Development) 

XDDP Conference June Spread and promotion of XDDP 
(eXtreme Derivative Develop-
ment Process) method 

The overview of SQuBOK, XDDP and SPI Strategy Modle is explained next subsection. In addition, 
the activity summary of JASPIC is described in chapter 4. 

3.5.1 SQuBOK Guide 

SQuBOK Guide as a Japan’s original BOK had the following five objectives [5]: 

1. To help train individuals involved with quality assurance 

2. To formalize Japan’s implicit knowledge concerning software quality 

3. To organize and systematize new themes concerning software quality 

4. To improve awareness of software quality technologies 

5. To assist organizations seeking to establish software quality assurance processes 

Figures 1 provides tree diagrams describing the structure of SQuBOK. The SQuBOK Guide divides 
knowledge areas into the three general categories of “Fundamental Concept of Software Quality”, 
“Software Quality Management”, and “Software Quality Methods” (see Figure 1). The initial category of 
“Fundamental Concept of Software Quality” classifies fundamental concepts and approaches concern-
ing software quality. The next category of “Software Quality Management” classifies activities for man-
aging quality. The final category of “Software Quality Methods” classifies specific methods, ranging 
from metrics and quality planning techniques to operational and maintenance techniques. 
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Figure 1: SQuBOK Tree Diagram (Overall view) 

3.5.2 XDDP 

XDDP, developed by a Japanese consultant, Yoshio Shimizu in 2007, is an enhancement-based de-
velopment process [6]. The feature of XDDP is that documents made in XDDP are all about change 
information about base software. We must make quite new type of documents only about changes. 
XDDP consists of two independent processes to make the documents easily; one is for adding func-
tions “addition process” and the other is for changing base source code “change process”. 

Figure 2 shows the process of XDDP. In addition process, we make “requirement specifications on 



Session VIII: Implementations of Experiences 

8.26  EuroSPI 2013  

adding functions” about new tasks or functions. Then design documents are made from “requirement 
specifications on adding functions”. The process is the same as new development process. 

 
Figure 2: Overview of XDDP 

In change process, “change requirement specifications” about changes in base source code are made 
from base documents, base source code and “requirement specifications on adding functions”. 
“Change requirement specifications” are about changes, additions and deletions in base source code. 
Then “Traceability Matrix (TM)” is made to specify where change points are modified in the base 
source code. TM is a matrix of change specifications and the base source code. And we make 
“change design documents” about how to modify the base source code regarding the change points in 
the TM. 

In XDDP, change specifications are extracted from change requirements in “change requirement 
specifications”, analyzing related documents and base source code. Change specifications contain 
changes made to the base source code where new functionality is added in addition to changes and 
deletions in existing functionality. All change points in base source code are extracted and described 
in “change requirement specifications”. 

When a new module for new functions is developed, we make “requirement specifications on adding 
functions” about the module. To add the module to the base source code, we need to change base 
source code. The change points in accepting the module in base source code are described in 
“change requirement specifications”. In this way, we describe all change points in the documents and 
review them. 

3.5.3 SPI Strategy Model 

To select the most effective SPI strategy for the organization, we need to identify candidates for the 
strategy, and analyze the differences in terms of the outcome [7]. This analysis tends to be 
complicated beyond a simple comparison because the SPI strategy should usually address the unique 
situation of the individual organization. To facilitate this effort, we devised the “SPI Strategy Model” as 
a framework to describe, compare, analyze, and evaluate SPI strategies.  

Elements that describe the components of SPI strategy and the outcome of SPI can be grouped into 
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the following three categories :  work to describe, compare, analyze, and evaluate SPI strategies.  

(a) C : Contextual factor: elements that describe the environment and situations for the SPI 
activities. 

(b) P : Promotional factor: elements that describe the major decisions to promote SPI 
activities. 

(c) O : Outcome indicator: elements that indicate the degree of success as a result of SPI. 

Promotional factors are the basic elements that the organization can determine to support the SPI 
activities. Contextual factors may not be arbitrarily selected by the organization in the short run, 
but it affects the decision making for promotional factors, and the conduct of SPI strategy, thus 
influences the outcome as a result. 

When a single set of SPI activities under the environment with Contextual factors (Cn) selected the 
strategy that is composed of the Promotional factors (Pn), and resulted in the outcome (On), this 
scenario can be expressed as the following relationship. 

 Cn -> {Pn -> On} 

 (*) “->” denotes a causal relationship. 

 (*) Subscript “n” denotes that there could be multiple factors.  

If these elements can be expressed quantitatively, this relationship can be described in a functional 
form, such as Oi = Fi (Cn, Pn). 

Although these elements can include the common factors that are found in multiple SPI cases, 
different organizations can adopt their own unique factors, especially when choosing outcome 
indicators. Also, the degree of importance for each factor (i.e. weight) with respect to the contribution 
to the result could vary depending on the context. 

Furthermore, the categorization of these elements may change, and there could be an intricate 
interaction among these three categories. The organization can “select” some of the Contextual 
factors (e.g. the organization can set the scope of SPI activities, so this can be considered as part of 
the Promotional factors). Some aspects of the environment can “change” as a result of the activities, 
or their changes could be set as the target (e.g. “change of the organizational culture” can be one of 
the Outcome indicator, so the Contextual factor can be also treated as Outcome).  

The objective of the SPI Strategy Model is to classify the elements of these factors, and to understand 
the interrelationships among them. 

4 Activities in JASPIC 

The fundamental operating policy of JASPIC is “grass-root” or “bottom-up”. The major activity in early 
stage (2000 - 2001) was to support translation work of CMMI documents. After that work was finished, 
a number of special interested groups for discussion and information exchange have been organized 
as the major function of JASPIC and is active until now.  

Now the number of member companies of JASPIC grew up to about 20, including almost all of major 
software-oriented organizations. About the half of them are embedded systems manufacturers and the 
other half are software houses doing enterprise systems development and maintenance.  

The regular activities of JASPIC are: (1) Bi-monthly general meeting, (2) Annual general assembly 
meeting, (3) Special interest groups (SIG) and (4) Annual SPI Conference (since 2003). 
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4.1 Theme of Special Interest Groups in JASPIC 

SIG in JASPIC is organized in bottom-up style based upon grass-root proposal from members. Now, 
the following 11 SIGs are active: 

(1) SPI Promotion Know-How SIG : Exchange information how to promote SPI activities in each 
company. 

(2) Software Process Improvement Body of Knowledge SIG : Discuss how to define SPI Body of 
Knowledge.  

(3) Statistics Process Contrrol SIG : Study statistical analysis and quantitative management in 
CMM level 4. 

(4) SPI Practical Know-How SIG : Exchange information got from SPI activities in each company. 

(5) Assessment Know-How SIG : Exchange information got from assessment activities in each 
company. 

(6) Core Competent Team SIG : Discuss how to introduce PSP/TSP into the company. 

(7) Product Line SIG : Study software product line and exchange information got from exanples 
relate to product line in each company. 

(8) People Process SIG : Discuss education/training issues of SPI. 
(9) Requirements Development  SIG :  Study requirements development in CMMI level 3. 

(10) SPI strategy SIG : Research SPI strategy based on the SPI practical results in each company. 

(11) IDEAL SIG : Discuss effective promotion style for each phase in IDEAL model. 

These SIGs represent what kind of SPI-related issues are now considered important in Japanese 
software industry. 

4.2   SPI in Embedded Software Development 

One of the uniqueness of Japanese IT industry is the strength in the embedded system product manu-
facturing. In the past, importance of software components in these products was rather small compar-
ing with hardware parts. Embedded software components were developed in rather ad hoc style. 

But the size and function of embedded products has been increased rapidly. For example, in the case 
of high-function mobile telephone, the size of embedded software is several million steps. Nowadays, 
software development project teams consist of several hundreds engineers, and have a number of 
management layers.  

One reason why many embedded system manufacturers joined JASPIC is that they were not accus-
tomed to this kind of large-scale software development and wants to transfer quality/project manage-
ment know-how from other members, especially from software houses working in other industrial sec-
tors. Current issues in embedded software development are: 

- How to coordinate hardware development unit with software development unit 

- How to deal with rapid growth of software size and shortening of project cycle 

- How to manage large scale development project 

From now on, embedded software will become more and more important along with the penetration of 
a variety of products into the various aspects of society like automobiles, home electric appliances, 
mobile terminals, etc. Japan has been leading international market in some of these fields. In the fu-
ture, it will be a unique role of Japan to make contribution to the world by combining its high quality 
hardware manufacturing process with new style of software quality/project management method 
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4.3   Weakness of University Education 

From industrial viewpoint, current university education of software engineering is insufficient, especial-
ly in terms of quality/project management. It is because of the large gap between academia and indus-
try. Organization like SEA or JASPIC has been tried to narrow this gap, but still far way from complet-
ing its purpose. One other difficult social issue is the barrier of human resource exchange between two 
communities. 

4.4   Status of SPI in Japan 

In the period from late 1990s to early 2000s, many companies just tried hard to get certification of 
ISO9001 or to achieve CMM levels. But, presentations in SPI Conference indicate that this kind of 
miss understanding of models is gradually disappearing. 

After entering 2000s, QCD requirement for software projects became tighter and tighter. Also, globali-
zation of development was accelerated in terms of outsourcing to India or China. Under this situation, 
many software companies became more sensitive about balance of QCD in their development pro-
cess, and sharpening their core skills for global competition. 

4.5   SPI in future 

JASPIC member companies have been very eager to construct a knowledge-sharing community be-
yond the organizational barrier. They all know that it is necessary to rely on community power for solv-
ing various problems in SPI.  

Usually, most of requirements and functions (user interfaces) of software system to be developed are 
given by customer. Software developers can only show their creativity in the process of implementing 
these requirements and functions as a real system.  

Recently, many companies are sensitive about information disclosure. Of course, we must be careful 
about information given from customers. But mutual exchange of process-related in-house information 
through mechanism is important and very useful for the development of software industry.  

In JASPIC, member companies are sharing common issues in software process and jointly trying to 
solve problems. Rapid growth of the number of membership companies indicates that this open-
process concept is accepted in Japanese software industry. 

21century is the age of software. We should continue software process improvement activity to en-
courage software developers. For that purpose, it is needed to promote information exchange beyond 
various social/organizational barriers. JAPSIC is a test case to implement such a mechanism.  

5   Summary 

We have described short history of activity of JASPIC, and made an analytical consideration about the 
status of SPI in Japan. Unique character of Software Process Improvement in Japan is that it is a col-
lection of bottom-up cooperation among software engineers beyond the organizational barriers in 
which they are working. JASPIC is considered as a mechanism to promote this kind of mutual 
knowledge exchange. We hope to enlarge this movement into international domain in future. 
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Abstract 

Software to be used in or as a medical device is subject to user requirements. However, unlike 
unregulated software, medical device software must meet both the user’s requirements and 
the requirements of the regulatory body of the region into which the software will be marketed. 
Regulatory requirements are fixed and can be planned for; unfortunately, the same is not true 
with user requirements. As many medical device software development organisations are fol-
lowing traditional sequential Software Development Life Cycles (SDLC), they are experiencing 
difficulties accommodating changes in requirements once development has begun. Agile 
methods and practices offer the ability to overcome the challenges associated with following a 
sequential SDLC. Whilst the regulatory requirements are fixed, this paper presents these re-
quirements and shows how they appear to mandate the use of a sequential SDLC. This paper 
also explains how   agile methods and practices can be successfully adopted in the develop-
ment of medical device software without hindering the process of achieving regulatory ap-
proval. 

Keywords 

Agile, medical, safety critical, regulated, requirements, FDA, SDLC 

1 Introduction 
Software is becoming an increasingly important component of medical devices, as it enables often 
complex functional changes to be implemented without having to change hardware [1]. Studies in the 
medical industry point to the fact that software is one of the most critical factors for cutting edge prod-
ucts. It is expected that, by 2015, that the research and development investment in software in this 
area will increase from 25% of the overall budget in 2002, to 33%. As the role of software in the medi-
cal device domain increases, so do the number of failures which arise due to software defects [2]. 
 
The subject of software in and as a medical device has become an important topic for the Food and 
Drug Administration (FDA). This interest began in 1985 when software in a radiation treatment therapy 
device failed as a result of software defects resulting in the administrating of a lethal overdose radia-
tion. The FDA then analysed recalls by fiscal year (FY) to determine how many were caused by soft-
ware problems. In FY 1985, for example, 20% of all neurology device recalls were attributable to soft-
ware problems, while 8% of cardiovascular problems had the same cause [3]. An analysis of medical 
device recalls by the FDA in 1996 found that software was increasingly responsible for product recalls. 
A German survey on medical device recalls indicated that software was the top cause for risks related 
to construction and design defects of medical device products. This analysis, from June 2006, showed 
that 21% of the medical device design failures were caused by software defects [2]. This was an in-
creasing trend, as the figures from November 2005 showed software was responsible for 17% of con-
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struction and design defects. This continues to be the case, and in the period: 1st January 2010 to 1st 
January 2011, the FDA recorded 80 medical device recalls and stated software as the cause [2]. This 
type of analysis, along with the results of various corporate inspections, led the FDA to conclude that 
some type of regulations was required, especially that the agency's review of medical device reporting 
(MDR) incidents and analysis of product recalls has convinced the agency that software is a factor 
contributing to practical problems within devices [3]. 
 
Since there are many types of software in use by the medical arena, the problem of the best way to 
regulate it has become an issue to the FDA. Discussions have centred on what type of software is a 
medical device, the type of regulations required for such software, and what could be inspected under 
current regulations [3]. 
 
Requirements are central to all software development projects. They are used to develop the software 
and to demonstrate that the software is performing as intended. However, in medical device software, 
requirements play an extended role. Non-regulated software must meet the requirements of the cus-
tomer or end user. Regulated software must also meet the requirements of the regulatory bodies also. 
To accompany this, as part of the regulatory requirements, a medical device software development 
organisation must be able to trace all stages of development back to the requirements. 

2 FDA Stance on Requirements 
The FDA regulations impose stringent requirements on the process by which software systems used 
in medical devices are developed. These requirements translate into various software artefacts that 
must be made available for the software to be FDA compliant [4] and, for medical device software, the 
FDA is responsible for assuring that the device utilizing the software is safe and effective [3]. 
 
FDA requires medical device manufacturers to submit their device requirements before beginning 
development. System and software requirements are taken from the FDA medical device quality sys-
tem regulation [5]. FDA regulations cover all aspects of the medical device product lifecycle, and the 
FDA requires medical device manufacturers to submit evidence of product safety and efficacy for FDA 
review and clearance before the manufacturer can market, sell, or distribute the product [6]. Thus, it is 
critical to obtain information from the FDA on the requirements applicable to the proposed device [7]. 
 
Validation compares the final product to the original specifications [8], and is closely related to the 
requirements specification. You can validate the user's requirements; this is where ambiguity reigns 
most of the time and where formal methods, through the use of specification languages, have the big-
gest strides. There is still a wide gap between what the user wants and what the developer under-
stands that the user wants. Very often this is where one of the causes of initial system failures can be 
found [9]. Software validation is the confirmation that all software requirements have been met and 
that all software requirements are traceable to the system requirements, provided that it is not possible 
to validate software without predetermined and documented software requirements [10]. There are 
two major types of validation that come into play with medical devices - design validation and process 
validation. Design validation means establishing, by objective evidence, that device specifications 
conform to the user's needs and the device's intended uses. Process validation, on the other hand, 
means establishing, by objective evidence, that a process consistently produces the desired result or 
a product meeting the predetermined specifications [11]. The FDA requires medical device manufac-
turers to submit their device specifications before beginning development [12]. Thus, validation could 
come at early stages of development if the user's requirements could be precisely defined, and which 
from them the rest of the development derived [12]. Ideally, validation work would be accomplished 
while the requirements are being written [9]. Any safety and regulatory requirements for medical de-
vices necessarily call for rigorous software development methods to ensure reliability and to protect 
public health. In addition to that, requirements and specifications based on medical practice are 
needed to help ensure that devices will perform appropriately [6]. 
 
The regulatory bodies request that medical device software development organizations clearly dem-
onstrate how they follow a software development life cycle without mandating a particular life cycle 
[13]. In order to comply with the regulatory requirements of the medical device industry, it is necessary 
to have clear linkages to traceability from requirements through the different stages of the software 
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development and maintenance life cycles. Traceability is central to medical device software develop-
ment and essential for regulatory approval. Software traceability refers to the ability to describe and 
follow the life of a requirement in both forward and backward direction [13]. FDA for instance states 
that traceability analysis must be used to verify that a software design implements all of its specified 
requirements [14]. Thus, traceability is particularly important for medical device companies, as they 
have to demonstrate this in order to achieve FDA compliance [15]. 

2.1 Regulations and Software Development Lifecycles 

As discussed, if a medical device software manufacturer wishes to develop software, this manufac-
turer must adhere to the regulations of the region into which the device is being marketed. These 
regulations do not mandate a Software Development Life Cycle which must be followed in order to 
achieve regulatory approval. Initial reading of these regulations and medical device software develop-
ment standards would appear to imply that software developed for use in medical devices should be 
developed using a sequential plan driven development lifecycle such as the Waterfall or V-Model.  

The FDA Quality System Regulations (QSR) [16]  Subpart C – Design Controls provide information as 
to the processes which must be adhered to when developing regulatory compliant software. These 
include: 

 Design & Development Planning; (Specifications); 
 Design Output; (Coding) 
 Design Review; 
 Design Verification; (Was the Product Built Right); 
 Design Validation. (Was the Right Product Built). 

As mentioned, initial reading of the QSR would suggest completing these stages sequentially for ex-
ample in accordance with the Waterfall Model. However, the FDA Design Control Guidance for Medi-
cal Device Manufacturers [17] states: 

“Although the waterfall model is a useful tool for introducing design controls, its usefulness in practice 
is limited… for more complex devices, a concurrent engineering model is more representative of the 
design processes in use in the industry” 

The FDA General Principles of Software Validation (GPSV) [18] continues to further clarify that it does 
not mandate the use of a specific SDLC when developing regulatory compliant software:  

“this guidance does not recommend any specific life cycle model or any specific technique or method” 

Furthermore the GPSV acknowledges that activities such as Requirements Specification are likely to 
be performed iteratively and provides guidance on how these iterative development models can be 
managed. 

“Most software development models will be iterative. This is likely to result in several versions of both 
the software requirement specification and the software design specification. All approved versions 
should be archived and controlled in accordance with established configuration management proce-
dures” 
 
IEC 62304:2006 [19] is harmonised with the European Medical Device Directive (MDD) [20] and is 
approved for use by the FDA. IEC 62304:2006 is a software lifecycle model specific to the develop-
ment of medical device software. As with guidance documents, adherence to IEC 62304:2006 is not 
mandatory, however, if a manufacturer chooses not to follow it, they would need to provide a sufficient 
explanation behind not following it.  IEC 62304:2006 does not address software development lifecycle 
models; instead, it defines processes, which consist of activities that should be conducted in each 
medical device software development project [21]. As with the QSR, initial reading of IEC 62304:2006 
would appear to suggest it should be followed in accordance with a sequential lifecycle model such as 
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Waterfall Model. The publishers of IEC 62304:2006 observed that the standard appeared to mandate 
following the Waterfall Model and added the following to remove any ambiguity; 
 
“it is easiest to describe the processes in this standard in a sequence, implying a “waterfall” or “once 
through” life cycle model. However, other life cycles can also be used” 

3 Agile Methods to aid with Requirements Management 

The rapidly changing business environment in which most organizations operate is challenging tradi-
tional Requirements-Engineering (RE) approaches. Software development organizations often must 
deal with requirements that tend to evolve quickly and become obsolete even before project comple-
tion [22]. Agile methods and practices have advantages in accommodating change due to volatile 
requirements, and are most applicable to projects where requirements are ill-defined and fluid, since 
they seek to accommodate changes easily [23]. There are different agile practices and methods that 
can be used in the area of requirements management: 
 
Face-to-face communication over written specifications; effectively transferring ideas from the cus-
tomer to the development team, rather than creating extensive documentation, where simple tech-
niques (i.e. user stories) are used to define high-level requirements. Here, developers discuss re-
quirements in detail with customers before and/or during development. Thus, customers can steer the 
project in unanticipated directions, especially when their requirements change owing to changes in the 
environment or their own understanding of the software solution [22]. All agile approaches emphasize 
that talking to the customer is the best way to get information needed for development and to avoid 
misunderstandings. The CHAOS [24] report showed the critical importance of this customer involve-
ment, as it was found to be the number one reason for project success, while the lack of user involve-
ment was the main reason given for projects that ran into difficulties. A key point in all agile ap-
proaches is to have the customer ’accessible’ or ’on-site’. Agile methods often assume an “ideal” cus-
tomer representative: the representative can answer all developer questions correctly, and is empow-
ered to make binding decisions and able to make the right decisions [25]. This informal communication 
with customers obviates the need for time-consuming documentation and approval processes which 
are perceived unnecessary especially with evolving requirements [22]. 
 
Iterative requirements engineering; requirements here aren’t predefined, instead, they emerge during 
development. At each development cycle’s start, the customer meets with the development team to 
provide detailed information on a set of features that must be implemented. And, during this process, 
requirements are discussed at a greater level of detail. Thus, requirements are clearer and more un-
derstandable because of the immediate access to customers and their involvement in the project 
when needed [22]. 
 
Requirements prioritization; agile development implements the highest priority features early so that 
customers can realize the most business value. The feature lists are prioritized repeatedly during de-
velopment as the customer’s and the developer’s understanding of the project evolves, particularly as 
requirements are added or modified [22]. And, to keep priorities up-to-date, prioritization is repeated 
frequently during the whole development process [25]. 
 
Review meetings; at the end of each development cycle, a meeting with developers, customers, qual-
ity assurance personnel, management, and other stakeholders is held for requirements validation. 
During the meeting, the developers demonstrate the delivered features, provide progress reports to 
the customers and other stakeholders in the organization, and the customers and QA people ask 
questions and provide feedback, even though the meetings’ original purpose is to review the devel-
oped features and get feedback [22]. 
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4 Integrating Agile and Regulatory Requirements 
As discussed previously, cursory reading of medical device software standards and regulations ap-
pears to advocate utilising a plan driven SDLC that should be followed when developing regulatory 
compliant software; however, research has shown this not to be the case. Following a plan driven 
SDLC can prove successful when developing medical device software once the requirements are fully 
established up-front and there is no risk of change to them. Unfortunately, this is rarely the case and 
plan driven SDLCs have difficulties accommodating changes. Research has also shown that through 
the use of iterative development techniques, changes in requirements can be accommodated easier. 
 
While agile methods appear to solve the problems associated with following a plan driven SDLC, how 
well do agile methods align with the objectives of regulatory bodies? Agile methods appear undisci-
plined and to advocate producing none of the necessary deliverables; however, this is not the case. 
The agile manifesto states: 
 

Individuals and Interactions over processes and tools 
Working software over comprehensive documentation 

Customer collaboration over contract negotiation 
Responding to change over following a plan 

 
It can be seen that statements one and two appear to be contradictory to regulatory requirements, as 
firstly, the safety of medical device software is determined through the processes followed during the 
development of the software [26], and secondly, comprehensive documentation is a necessity when 
seeking regulatory approval. However, as highlighted in the four key principles, agile methods do not 
dictate that working software instead of comprehensive documentation, nor does it states individuals 
and interaction instead of processes and tools. The key here is the use of the term “over”. For exam-
ple, Robert Martin, a renowned agilest, clarifies this point further with regards to documentation by 
stating: 
 

“Produce no documentation unless it is of immediate business value“ 
 

In essence, with the development of medical device software, documentation is of business value; 
therefore it would still be produced while developing software in accordance with agile development 
methods. Even below the four principles on the agile manifesto [27] website, this is clarified: 
 

“While there is value in the items on the right, 
We value items on the left more” 

 
To accompany this, an additional reason cited for not being able to adopt agile methods when devel-
oping software, is that prior to development beginning, a medical device software organisation must 
register the requirements of the device. This being the case, the key benefit of adopting agile i.e. han-
dle changing requirements, become void as there can be no changes allowed. While it is the case that 
a device’s requirements must be registered with regulatory bodies prior to development, regulatory 
bodies do not require the organisation to register “nuts and bolts” requirements, rather they are con-
cerned with high level requirements. 

4.1 Aligning on Goals 

Agile software development methods are concerned with developing software using efficient tech-
niques while meeting the needs of the customer. In the case of medical device software, two custom-
ers exist, the end user and the regulatory bodies. As a result, agile methods can support regulatory 
requirements; therefore, agile methods can be supportive of regulatory requirements rather than being 
contradictory 

To accompany this, a key focus of agile development methods is the development of high quality 
software. Agile methods achieve this by increasing product development productivity and predictabil-
ity. While regulatory bodies are also concerned about the development of high quality software, they 
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are not concerned with efficiencies used during the development; however, regulatory bodies do re-
quire medical device software organisations to produce objective evidence that the software they have 
developed performs exactly as described each and every time it is used. This can be achieved 
through the predictability delivered by agile methods.   

4.2 Integration 

Previous research has shown that it is not possible to wholly follow a single agile methodology when 
developing medical device software; however, the same research revealed that combining specific 
agile practices taken from multiple agile methods and combing them with a plan driven SDLC can be 
the most advantageous to medical device software organisation. Abbott Diagnostics integrated agile 
practices with a plan driven SDLC and reported cost savings of between 35% and 50% when com-
pared to a project following a plan driven SDLC. There are a number of instances such as those that 
report the benefits of integrating agile practices; however, in each of the instances the organisations 
tailored their own SDLC with agile practices creating a proprietary SDLC. No research exists to date to 
supply a SDLC which combines agile practices with a plan driven SDLC which can be used by all 
medical device software organisation. This research will contribute to the development of such a 
model. 

4.2.1 Tailored Software Development Lifecycle 
When considering tailoring a SDLC, a foundation plan driven SDLC is required. For this purpose, we 
chose the V-Model for the following reasons: 
 
 Medical device software organizations typically follow the V-Model to develop medical device soft-

ware [28]. As a result, they are already familiar with the structure and phases of the V-Model and 
would be more willing to adopt a hybrid model based upon a SDLC with which they are familiar. 

 Medical device software organizations may have received regulatory approval to follow the V-
Model when developing medical device software. If these organizations move to a completely dif-
ferent SDLC, they may need to re-apply for regulatory approval for the new SDLC. This may be a 
barrier as organizations could be reluctant to undergo regulatory approval again. 

 Whilst none of the regulatory requirements or development standards mandate the use of the V-
Model, it appears to be the best fit with regulatory requirements, as it guides organizations through 
the process of producing the necessary deliverables required to achieve regulatory conformance.  

 
Once the foundation model was chosen, an analysis of this model was performed to determine where 
agile practices could be integrated to overcome the problems associated with following a plan driven 
SDLC. A number of stages remain single pass stages in the tailored model. These stages include 
“Requirements Specification”, “System Testing” and “Acceptance Tests”. These stages must remain 
single pass stages to remain in line with regulatory requirements. The remaining stages “System 
Analysis”, “Software Architecture Design”, “Software Detailed Design”, “Software Unit Implementa-

IEC 62304 5.1,5.2, 5.3 
IEC 62304 5.1 

IEC 62304 5.1 

IEC 62304 5.1,5.2, 
5.3,5.4, 5.5, 5.6,5.7  

Figure 1 IEC 62304 Mapping to Scrum Lifecycle 
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tion”, “Software Unit Test” and “Software Integration and Integration Testing” are integrated into a 
Scrum SDLC [29] (see figure 1).  
 
IEC 62304 5.1 – Software Development Planning 
IEC 62304 5.2 – Software Requirements Analysis 
IEC 62304 5.3 – Software Architectural Design 
IEC 62304 5.4 – Software Detailed Design 
IEC 62304 5.5 – Software Unit & Implementation  
IEC 62304 5.6 – Software Integration & Integration Testing 
IEC 62304 5.7 – Software System Testing 
 
A mapping study was performed in accordance with [30] which identified instances of where agile 
methods have been adopted in the development of medical device software. The mapping study iden-
tified 10 instances of where agile methods have been successfully used over the period of 2002 to 
2012. Of these the majority of the organisations involved adopted a Scrum approach with their tradi-
tional plan driven SDLC. In figure 1 the relevant processes, in accordance with IEC 62304, are 
mapped to specific stages of the Scrum Lifecycle. 

5 Conclusions 

Regulatory bodies place a large emphasis on requirements when developing medical device software. 
These requirements are used to achieve traceability and to determine if the medical device software is 
performing as intended. In an ideal scenario, prior to the development of medical device software, all 
of the stakeholders in a development team could agree and sign off on the device requirements. Once 
these requirements are agreed, a medical device software development team could adopt a sequen-
tial plan driven SDLC to develop the software effectively. Unfortunately, the ideal scenario rarely ex-
ists, and at times, changes in requirements are unavoidable, and if a development team has begun to 
develope in accordance with a plan driven SDLC, they can experience great difficulties when 
introducting a change.  

Agile methods appear to offer the silver bullet to the problem of changing requirements in develop-
ment project. As a project is broken into iterations, a change can be introduced into the iteration cycle 
easier than compared to a plan driven SDLC. However, while agile methods appear to be the silver 
bullet, there remains reluctance amongst medical device software organisations to adopt them. Re-
search has shown that where agile practices have been adopted, they have proved successful. Where 
they have been successfuly introduced, they have been intergrated with the existing plan driven SDLC 
resulting in a scenario where the organisation can rely on the stability of following a plan driven SDLC 
whilst reaping the benefits of agile methods such as accomodatng changes. 

This paper maps stages of medical device software development to a Scrum development lifecycle. 
This mapping can be used by any organisation wishing to develop medical device software in accord-
ance with agile methods whilst remaining compliant with regualtory controls. 
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Abstract 

In our efforts to comply with the Automotive SPICE ® [1] traceability principles (and in doing 
so, improve our product quality), our organization has introduced several solutions into our 
standardized project life cycle flow. The most prominent new component is a tool, Traceability 
Viewer, which takes information from a requirements database (for example, DOORS) and 
displays statistical information about the state of the requirements and their linkage to test 
cases and results. With the addition of this tool and other solutions, we have enabled 1) quick-
er, better-informed decisions, 2) improved accountability in requirement and test development 
and 3) a strong foundation for continuous process improvement. In this paper, we first discuss 
our previous solutions and their weaknesses. We then describe our current requirements 
traceability methods, including Traceability Viewer, and their benefits. 

Keywords 

Requirements, Traceability, Automotive SPICE® 

Effective Requirements Traceability 
 

Paul Schwann (paul.schwann@nxp.com), Joanne Schell (joanne.schell@nxp.com) 
NXP Semiconductors Austria GmbH, Mikronweg 1, 8101 Gratkorn, Austria 



ES IX: Traceability 

9.12  EuroSPI 2013 

1 Motivation 

Within the automotive industry, it is crucial to maintain an overview of the traceability of requirements 
to tests within a product development. A traceability overview enables, for example, a status on the 
percentage of requirements linked to passing test results. We have seen that this visibility eases en-
gagement with the requirement management process, especially important for engineers unfamiliar 
with the automotive standards. Although there are several popular requirements management data-
bases in use, there is currently a lack of out-of-the-box vendor solutions for a requirements overview. 
Individual companies, therefore, have created their own overview tools. This development is challeng-
ing because 1) there are practically no similar tools to use as a starting point; thus, each company 
starts essentially from scratch; 2) it is not a small piece of work; 3) the user group is large and varying 
in its expectations. 

In this paper, we address the obstacles with different overview tools and describe an approach that we 
have found most beneficial for the entire set of stakeholders - our best practices, based on 2 years of 
experience. We also touch on learnings related to requirements management in general. 

We use the Automotive SPICE® [1] V-model as our reference for requirements structure. 

The tool extension method: One common solution to enable a traceability overview is to extend the 
requirements database (e.g. DOORS) to show the traceability overview directly within the database 
itself. A basic drawback with this technique is that the tool license allows access to only a limited set of 
stakeholders, reducing visibility (generally for management) to a traceability overview. Additionally, the 
extension is specific to the requirements database; the introduction of a new requirements database 
would necessitate the costly development of an additional extension. And requirements data from the 
various sources cannot be easily combined. 

The spreadsheet approach: Another solution is to export the requirements data and then use a 
spreadsheet to process and visualize the linkage information. However, the table-based algorithms 
within spreadsheets are not well-suited to the tree structure inherent in traceability data. The table-
based formulas result in complicated, error-prone spreadsheet code. This complexity is challenging for 
most stakeholders, making view adjustments (for example, to see link status for a particular block) 
annoying at best. Manual adjustment of the views can be reduced by introducing static graphs specific 
to a viewing requirement, e.g., one status graph per block. Unfortunately, this often leads to spread-
sheet bloating — a large number of graphs, making the visual experience unwieldy. 

The problem with the methods above: For our environment, the fundamental issue with each of these 
techniques is that various stakeholders miss a current, readily-accessible, comprehensive (or detailed, 
as the case may be) view of the state of the design. This lack of data will likely impact decision-
making, efficiency, and, in the end, quality. 

Our solution: The solution introduced within our organization and used extensively over the past year 
is a lean, customizable, license-free tool with a GUI (called Traceability Viewer) suitable for tracking 
and analyzing linkage information. With this tool, we have seen a cultural shift with regard to require-
ments management, because, for the first time, we have traceability data and metrics readily availa-
ble. And measurement is, as expounded on in the Kaizen [2] and CMMI [3] methodologies, a funda-
mental element of continuous process improvement. Adherence to Automotive-SPICE ® requirements 
has been greatly simplified in our environment both through efficient tools and a more engaged work-
force. 

2 Traceability Viewer 

This section describes the Traceability Viewer tool in more detail, the first part focuses on how the 
requirements data and traceability information are created and processed to be suitable for the Trace-
ability Viewer. The second part illustrates how the traceability data are actually presented within the 
tool. 
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2.1 Data Flow 

The data flow for the Traceability 
Viewer is illustrated in the picture 
to the left. Project stakeholders 
(e.g. customers, architects, test 
engineers) enter requirements 
and test data into a database1 
(e.g. DOORS®), which serves 
as the single source of truth for 

requirements/test information. 
The data is properly linked and 

maintained therein. 

The Traceability Viewer is used to visualize 
portions of the database content, namely the 

traceability information between requirements, 
test cases and test reports. In order to do that, 

parts of the database are exported into CVS. On 
demand, these files are loaded and processed in the 

Traceability Viewer, implemented with Java/Swing, and 
the results are shown to the user. 

2.2 Variants and Milestones 

One challenge with requirements that must be addressed early in the 
product development cycle is the management of milestone-specific 

data – requirements, test cases and test results may change inde-
pendently for each milestone. We address this by assigning an attribute 

(planned gate) to each requirement, each test case and each test result. 
The milestone-specific data is then processed and displayed in the Tracea-

bility Viewer. 

A similar challenge relates to variants of a product; frequently, multiple successive versions of a prod-
uct are developed with only small differences for requirements and test cases between the versions. 
To enable differentiation of the versions, a variant attribute is attached to each requirement, test case 
and test result. 

A benefit of this structure (using attributes) is that it facilitates concurrent development across gates 
and product variants – since the data is separated correctly, there is no concern that data will be 
overwritten and lost. 

2.3 Views within the Tool 

The layout of the GUI has been designed such that the majority of users (engineers, architects, man-
agers) can use it intuitively, based on the “Principles of user interface design” [4]. It shows a naviga-
tion tree to the left and specific data views based on the selected data to the right. Similar layouts can 
be found in many of today's popular business and engineering applications like Outlook and Thunder-
bird email clients or Eclipse and Visual Studio IDEs. Even the requirement management tool used by 
our organization – DOORS – uses such a GUI layout to present data. 

                                                     
1 Although we use only one requirements management database, it would be possible to have multiple 
databases as the Traceability Viewer tool is independent of the source(s). 
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The following sections describe the different views of the requirements traceability data in the Tracea-
bility Viewer. 

2.3.1 Milestone View 

The Milestone View serves as the main navigation entity 
through the traceability data as well as a quick indicator 
for the requirements coverage and test status (based on 
icons and colors of the individual elements.) 

It shows all items (requirements, test cases and test 
reports, modules and milestones) in a tree–like structure. 
For every (planned or already passed) milestone of a 
project, all items linked to it are shown. To make the 
navigation easier, the items are separated by the type 
(requirements, test case and test report) and the module 

they belong to. Each item may show up for multiple milestones (most requirements, for example, last 
for the entire project and are linked to all milestones). 

Selecting any of the nodes affects immediately the content shown in the Statistics View and in the De-
tails View. The icon for each node represents the combined test results for all nodes below it. The 
color of the specific requirements and test case nodes represent the status of definition. 

2.3.2 Statistics View 

The Statistics View reveals the actual statistics of 
the requirements traceability. It is shown as soon as 
a node in the Milestone View is selected and dis-
plays a table which content depends on the node 
selected in the Milestone View. 

For a milestone node and all nodes belonging to 
test reports, the table shows the test status of the 
test reports and how it maps to test cases and final-
ly to requirements. 

For requirements and test case related nodes, the 
table shows the status of definition (according to the 
life cycle specified in our organization) and how 
many items are covered. A requirement is consid-
ered to be covered if it is linked to a test specifica-
tion and vice versa — horizontal bi-directional cov-
erage. 

The items counted for the statistics depend on the 
selection in the Milestone View. If a milestone itself 
is selected, all items for that milestone are consid-
ered. If a module is selected, only the items of that 
module are considered for the statistic. This mech-
anism allows a quick look-up of traceability and 
coverage data for individual modules or the whole milestone. 

2.3.3 Details View 

The Details View is shown as soon as a specific requirement, test case or test report node is selected 
in the Milestone View. It consists of two elements, a tree to the left and a text view to the right. 

The tree shows the context of the selected item, for example, which requirements make use of a se-
lected test report or which tests are specified for a selected requirement. It also demonstrates the ver-
tical traceability within the design. 

94% of the requirements have passing 
test results linked to them

Milestone MRA4

Requirements

Module MDI

Individual 
Requirements
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The text view shows the description text of the 
currently selected item (in the tree to the left). It is 
empty if no description is available. 

 

 

 

3 Requirements management hurdles and how we solved them 

While the Traceability Viewer has proven to address many of the requirements traceability issues we 
have found, it does not solve all of them. The following sections give answers to other requirements 
management and traceability issues. 

3.1 Managing bi-directional traceability from architecture to re-
quirements and test cases 

We do not show architecture-to-requirements traceability directly in Traceability Viewer. In order to 
facilitate the linkage of architecture to requirements, we use the same block names in the architecture 
description as in the requirements database. 

We also include requirement IDs in the architecture description document itself. We execute a script 
regularly that compares: 

 requirement IDs in the requirements database to those in the architecture description 

 requirement IDs in the architecture description to those in the requirement database 

…and highlights any differences. 

All requirements must have test cases and results; this linkage is visible in the Traceability Viewer. In 
this way, we ensure that architectural-related requirements are linked to test cases and results. 

3.2 Why is it necessary to have test cases at every level? 

Within requirements management, we encountered the idea that if we have, for a set of hierarchical 
requirements: 

 100% vertical coverage 

 100% horizontal coverage at the lowest level of the V-model 

 100% successful passing test results at the lowest level 

….then, by induction, the highest level requirements are tested. The problem with this line of reason-
ing is that the requirements may be imperfectly specified at the highest level and lowest-level testing 
would not help to catch that error. Developing tests at every level helps to mitigate the risk of incorrect-
ly understood requirements. 

System 
Requirement

Module 
Requirement

Test Cases

Test Results Description of the 
System Requirement
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3.3 The difficulty of traceability into code 

According to the Automotive SPICE® V-model, traceability is required between requirements and im-
plementation: 

ENG.6.BP9: Ensure consistency and bilateral traceability of software requirements to software units. 

This traceability helps ensure that the implementation and requirements remain consistent with each 
other. However, maintaining requirement IDs in the implementation is resource-intensive, especially 
for a product with thousands of requirements. Some of the challenges include: 

 Determining placement of the requirement ID since the implementation of a requirement may 
extend over numerous functions. For example, for re-usable libraries, numerous requirements 
may require the same library code for their implementation. 

 If the requirements are used in a next version of the product, an update of the requirement ids 
may be required. If the same code base is used for multiple products and/or milestones, it may 
become necessary to attach this information to the requirement ID. 

For some applications (e.g., safety/security relevant), this traceability is crucial (and the challenges 
above must be addressed.) For other types of applications, however, an indirect traceability may be 
sufficient to ensure the continual consistency of requirements to implementation. We implemented this 
indirection by establishing and running a nightly regression suite. Since the associated tests are linked 
to requirements and the tests exercise the implementation, a failing test would highlight a potential 
breakage of the requirements-to-code linkage. In this way, we are able to detect inconsistencies be-
tween requirements and implementation in an efficient and timely manner. 

3.4 The “bureaucratic” hurdle 

One of the most difficult challenges in requirements management is the common attitude that achiev-
ing traceability is just additional paperwork in an already tight schedule. With the addition of the solu-
tions in this paper, the usefulness of transparent traceability has been demonstrated by: 

 Better accountability through readily available status information on requirements, test cases 
and test results 

 Re-use: a good tool standardizes metrics across projects and encourages a common under-
standing and vocabulary on a topic 

4 Future Activities 

We are currently piloting three improvements for the Traceability Viewer, involving more advanced 
processing and visualization of the data. 

Historical View: The first improvement incorporates trend information into the Traceability Viewer. 
Requirements, test cases and test results are snapshot-ed on a weekly basis. The Traceability Viewer 
uses the historical data to build a trend chart for the different GUI views. The chart below illustrates an 
example. 
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The Test Links line within the graph indicates the percentage of the requirements linked to at least one 
test case. 

The historical view gives us a quick indicator on the amount of activity within a project in the space of 
the V-model. 

Actual vs. Planned View: The second improvement for the Traceability Viewer takes these trend 
views and maps it to the project planned milestones. A line is introduced into the graph which repre-
sents the expected status of the requirements, test cases and test results until the next milestone, in 
order for the related goals of the milestone to be met. With these automatically-generated graphs, 
tracking of progress is greatly simplified. See example below. 

 

The Actual Req Coverage line in the graph shows the percentage of requirements linked to passed 
test results. The Expected Req Coverage line indicates the expected progress between Milestone 1 
and Milestone 2. In this way, we can easily judge the degree of alignment to project plans. 

Cluster View: We are also piloting a simple scripting change that allows a clustering of otherwise-
separated blocks to enable tracking of a set of related requirements, for example, analog require-
ments. With this change, we are able to track progress in one view of requirements, test cases and 
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results for a cluster of requirements that are not captured conveniently in one module of the architec-
ture. 

One additional improvement that we will investigate in the future is better visualization related to verti-
cal traceability. Currently, we determine the completeness of vertical traceability, manually, by clicking 
on individual requirements with the Traceability Viewer. Because our hierarchy is relatively flat, this 
has been a satisfactory solution so far but we anticipate that will change in the future. 

5 Summary 

In our environment, we have assessed and trialed different approaches to improve requirements 
traceability, including spreadsheets and database extensions. 

The Traceability Viewer has enabled us to resolve many of the hurdles we have encountered in the 
management of requirements. The tool processes exported requirements data — from DOORS only, 
for example, or even a combination of different sources. It displays, among other things: 

 Lifecycle status (draft, proposed, accepted) of requirements and test cases 

 Percentage and number of requirements linked to passed test cases/results 

This information is viewable on a block or system basis and by project milestone. Historical snapshots 
will allow progress tracking of requirements development and verification. 

Although Traceability Viewer does not address every Automotive SPICE® specification related to 
traceability (e.g. architecture and implementation traceability), we have found suitable solutions and 
may in the future update the tool to handle those aspects. 

Before we introduced Traceability Viewer, requirements traceability was considered the domain of 
architects and expert users of DOORS. Determining requirements to test-result linkage was a time-
consuming and error-prone exercise. 

Traceability Viewer (and the other described solutions) has proved its effectiveness in multiple ways: 

Improved decision-making: Traceability View provides our organization, for the first time, a clear 
record of requirements traceability for a product, indicating the degree of tested-ness or requirements 
readiness. We can now make quick, better-informed decisions because we have a factually-based, 
immediately-current state on traceability. We can now more speedily answer questions like: 

 How stable are the requirements? (Do we need more resources?) 

 How much more testing is necessary? (Will we tape-out on time?) 

Accountability: We now have better accountability related to requirements and can answer questions 
like: 

 Why doesn’t Requirement 231 have a test case? 

History information will allow us to query, for example, the reasons for no changes to the requirement 
database in the past 2 weeks. 

Standardization: Having an easy-to-use tool enables re-use because engineers do not try to solve 
the linkage problem in their own way to get around a clumsy solution. Re-use promotes standardized 
vocabulary and metrics – we can compare linkage statistics across projects. Re-use also allows easier 
resource movement between projects. 

Continuous process improvement: The metrics available through the Traceability Viewer form the 
basis of continuous process improvement. In fact, some of the improvements in this paper were in-
spired through the metrics overview. 

Cultural shift: Formerly, traceability was often viewed as basically a bureaucratic necessity for audits. 
We now see a broader participation and ownership of the traceability status. Progress tracking at pro-
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ject and sub-project level is greatly simplified. There is a raised awareness and understanding in gen-
eral of the requirements traceability process and its power from the engineer to executive level. 

Through the effectiveness of these solutions, we are able to improve the efficiency of our project life 
cycle and the quality of our final product. 
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7 Appendix 

7.1 An Overview – Traceability Base Practices and Their Support 
For purposes of completeness, we show a table below listing Automotive SPICE® best practices that 
relate to traceability. The right column explains how we support the practice in our organization. 
 
Automotive SPICE® version 2.5 Base Practice Reporting to Support Execution of Base Prac-

tice 
ENG.2.BP6: Ensure consistency and bilateral 
traceability of customer requirements to system 
requirements. 

(2) Traceability Viewer (vertical) 

ENG.3.BP6: Ensure consistency and bilateral 
traceability of system requirements to system 
architectural design. 

(1) Script 

ENG.4.BP6: Ensure consistency and bilateral 
traceability of system requirements to software 
requirements. 

(2) Traceability Viewer (vertical) 

ENG.4.BP7: Ensure consistency and bilateral 
traceability of system architectural design to soft-
ware requirements. 

(1) Script 

ENG.5.BP9: Ensure consistency and bilateral 
traceability of software requirements to software 
architectural design. 

(1) Script 

ENG.5.BP10: Ensure consistency and bilateral 
traceability of software architectural design to 
software detailed design. 

(4) Manual check (vertical) 

ENG.6.BP8: Ensure consistency and bilateral 
traceability of software detailed design to software 
units. 

Detailed design is documented within the imple-
mentation.  

ENG.6.BP9: Ensure consistency and bilateral 
traceability of software requirements to software 
units. 

See section Fehler! Verweisquelle konnte nicht 
gefunden werden., page Fehler! Textmarke 
nicht definiert.. 

ENG.6.BP10: Ensure consistency and bilateral 
traceability of software units to test specification 
for software units. 

(3) Traceability Viewer (horizontal) 

ENG.7.BP7: Ensure consistency and bilateral 
traceability of software architectural design and 
software detailed design to software integration 
test specification. 

(5) Manual check (horizontal) 

ENG.8.BP5: Ensure consistency and bilateral 
traceability of software requirements to software 
test specification. 

(3) Traceability Viewer (horizontal) 

ENG.9.BP7: Ensure consistency and bilateral 
traceability of system architectural design to the 
system integration test specification. 

(5) Manual check (horizontal) 

ENG.10.BP5: Ensure consistency and bilateral 
traceability of system requirements to the sys-
tems test specification. 

(3) Traceability Viewer (horizontal) 
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(1) Script: Compares list of database requirement IDs to design-document requirement IDs (and 
vice-versa) to ensure that all bi-directional linkage is in place. The script outputs any incon-
sistencies. 

(2) Traceability Viewer (vertical): Vertical linkage visualized in GUI. 
(3) Traceability Viewer (horizontal): Statistics available on horizontal linkage. 
(4) Manual check (vertical): A visual inspection comparing the block names in the architecture 

and lower level design documents. 
(5) Manual check (horizontal): A visual inspection comparing the block names in the architec-

ture and lower level design documents to those in the test suite. (Tests are clustered accord-
ing to block names.) 
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Abstract 
Requirements validation, compliance verification and impact analysis are important activities 
that are performed during the software development lifecycle. Traceability of requirements 
through the software development  lifecycle (SDLC)  is  essential in the development of safety 
critical software. Organisations such as the Food and Drug Administration and the Federal 
Aviation Authority in the United States require traceability as part of their approval process. 
However, despite its criticality there is extensive digression in the practices and usefulness of 
traceability across development projects.  Many projects’ traceability efforts are simply focused 
on satisfying regulations and do not leverage the many benefits of traceability. Traceability, if 
fully implemented is an important tool for managing system development and there are a 
number of published best practices to help companies with this implementation. By means of a 
literature review we record a list of the commonly accepted best practices for traceability im-
plementation. Furthermore, through interviews with two medical device companies we report 
that a number of these practices are unfamiliar to these companies and why an even greater 
number of these practices are not applied. 

Keywords 

Requirements traceability, Traceability best practices, Medical device, Safety critical 

1 Introduction 

Traceability is the ability to establish links (or traces) between source artefacts and target artefacts [1]. 
Requirements tracing is concerned with recovering the source of requirements and predicting the ef-
fects of requirements [2]. In general, traceability is about understanding a design right through from the 
origin of the requirement to its implementation, test and maintenance. Traceability allows us to under-
stand aspects such as to whether the customers’ requirements are being met, the specific require-
ments that an artefact relates to, and the origins and motivation of a requirement. Traceability aids 
impact analysis, component re-use, change management and generally supports an improvement in 
competitive advantage. Traceability helps ensure that ‘quality’ software is developed [3]. 
 
Safety critical industry standards, such as the medical device standards mandate that traceability be 
implemented e.g. the Food and Drugs Administration (FDA) state that the validation of software typi-
cally includes evidence that all software requirements have been implemented correctly and com-
pletely and are traceable to system requirements and to risk analysis results, that the software design 
implements all of the software requirements and that all code is linked to established specifications 
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and established test procedures[4]. IEC 62304:2006 [5]  is a harmonised standard which defines the 
life cycle requirements for medical device software and requires traceability between system require-
ments, software requirements, software system test, and risk control measures implemented in soft-
ware, and that the manufacturer shall create an audit trail whereby each change request, relevant 
problem report and approval of the change request can be traced. In addition to these requirements 
regulation normally requires critical systems are certified before entering service. This involves sub-
mission of a safety case - a reasoned argument and supporting evidence that requirements (non-
functional requirements such as safety, availability and reliability) have been met and that the system 
is acceptably safe [6]. 
 
However, despite its many benefits and regulatory requirements, traceability is a tool that often is 
grudgingly implemented, and, if implemented is often not leveraged to take advantage of the informa-
tion it can provide to a development or validation team. Numerous reasons have been identified for 
reluctance in implementing traceability including cost and complexity. Reasons include the task of 
building a requirements trace matrix (RTM) is time consuming, arduous and error prone [7], there are 
few metrics for measuring the return on investment for traceability, stakeholders within an company 
have differing perceptions as to the benefits of traceability [8], the need for documentation can cause 
resentment among developers who may fear that traces could be used to monitor their work [9], diffi-
culties with trace tools including selecting between available tools, and difficulties configuring a gen-
eral purpose tool or developing a custom tool [10]. Finally almost no guidance is available for practitio-
ners to help them establish traceability in their projects and as a result, practitioners are ill-informed as 
to how best to accomplish this task [11, 12]. 
 
Notwithstanding the lack of guidance, there are a number of commonly accepted best practices which 
can direct practitioners with the implementation and maintenance of traceability. In section 2 of this 
paper we present twenty three best practices which we have identified from literature [8, 13-23]. In 
section 3, we   discuss our findings from interviewing two small to medium sized (SME) medical device 
companies about their application of these best practices. We then analyse our findings in section 4 
before providing our conclusions in section 5.  

2 Traceability best practices 

A review of the literature has revealed the following commonly accepted best practices (BP) for the 
efficient implementation and maintenance of requirements traceability through the SDLC. 

BP 1: Adopt a company policy for traceability [8, 14]. A company must adopt consistent practices 
for requirements management, including traceability. Different stakeholders can have different view-
points on the need/value of traceability.If all stakeholders buy into the traceability policy, it greatly in-
creases the chances of success. As Kannenberg and Saiedian note, “Perhaps the best way to deal 
with the problem of different stakeholder viewpoints on traceability is to create an organizational policy 
on traceability to apply uniformly to all projects.” 

BP 2: Implement a standard operating procedure (SOP) for traceability. In clinical research, the 
International Conference on Harmonization (ICH) defines SOPs as "detailed, written instructions to 
achieve uniformity of the performance of a specific function". SOPs help address ‘ the lack of detailed 
guidance on how to implement traceability [11]’ as they are an integral part of a successful quality 
system as it provides individuals with the information to perform a job properly, and facilitates consis-
tency in the quality and integrity of a product or end-result and help ensure compliance with govern-
mental regulations. 

BP 3: Develop a traceability information model (TIM) [15]. A TIM models the traceable artifact 
types (i.e. requirements, design, code etc.) and their permitted trace links as a unified modeling lan-
guage (UML) class diagram. The benefits of a TIM are that it [16]: 

 Ensures consistent results in projects with multiple stakeholders; 
 As traceability is also used by people who did not create it, these people need to know how it 

has been defined and what to expect from it; 
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 As  tracing is a complex task, a TIM provides a guideline to ease its set up and allows for the 
validation of changes; 

 Coverage analysis is only possible after having defined what the expected coverage is; 
 A TIM is a necessary precondition for automated traceability handling, validation and analy-

ses 

BP 4: Provide tool support for traceability [15]. Creating and maintaining traceability can be a time 
consuming and complex task. Requirements management/ traceability tools provide features for es-
tablishing, maintaining and navigating trace links and can display information in matrix or trace slice 
format. It is worth considering tool support when [1]: 

 A project has many requirements, 
 When more than one person, site or company is doing the engineering and requirements 

management work, and where there is a need to share and align artefacts and traces. 
 When requirements and other engineering artefacts, including their traces, are being used and 

reused in multiple ways, such as within other projects and within product families. 
 When the engineering personnel are performing repetitive and administrative tasks to enable 

requirements management. 
 When a long project or product life is expected, or when there are many customers with likely 

change requests to manage. 

BP 5: Keep it simple [18] Capture “just enough information”. Limit number of data points. Capturing 
too much information makes the system burdensome, complex and error prone, however one must 
ensure that enough information is captured so as to make it useful. 

BP 6: Create traces incrementally [15]. Stakeholders are empowered to create trace links incremen-
tally within the context of their daily work. This avoids the situation of traceability being deferred until 
the end of a project where its perceived purpose is for regulatory reasons. Creating traceability as the 
project progresses allows stakeholders to benefit from traceability knowledge throughout the project. 

BP 7: Unique identifiers must be adopted for requirements and business rules [14, 18-20]. To 
permit traceability, each requirement must be uniquely and persistently labelled so that you can refer 
to it unambiguously through the project. Unique identifiers follow the requirement throughout the work-
flow and are never reused or reassigned. 

BP 8: A responsible party must take ownership of traceability [8, 14]. Gathering and managing 
requirements traceability data must be made the explicit responsibility of certain individuals or it won’t 
happen. Further, errors will occur if someone who is not familiar with the system or the requirements 
attempts to make updates, errors will abound. Updates must be practised consistently or traceability 
will degrade and become untrustworthy. 

BP 9: Practice value based requirement tracing instead of full tracing [8, 14, 17]. Value-based re-
quirement tracing prioritises all of the requirements in the system, with the amount of time and effort 
expended on tracing each requirement depending on the priority of that requirement. This can save a 
significant amount of effort by focusing traceability activities on the most important requirements. 
However, value-based tracing requires a clear understanding of the importance of each requirement in 
the system; it may not be an option if full tracing is a requirement of the customer or the development 
process standards used for the project. 

BP 10:Clearly identify stakeholder or source [18].  Associate each requirement with a named per-
son or customer or other source of the requirement such as a regulation or requirement from a stan-
dard.  

BP 11: Educate the team about the concepts and importance of requirements tracing [8, 19]. 
Many companies do not train their employees regarding the importance of traceability and traceability 
is not emphasized in undergraduate education. 
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BP 12: Centralise - Requirements traceability should be documented centrally using some type of log 
e.g. a traceability matrix [21]. 

BP 13: Audit/Review the traceability information periodically to make sure it is being kept current 
[19, 21]. 

BP 14: Inventory Current Processes and Tools [22]. Review methods and practices to ensure they 
are not outdated? There are always new tactics and development methodologies that can give you a 
competitive advantage for each product or project, but are they compliant? 

BP 15: Start tracing at the beginning of analysis [18]. It is considered much harder to implement 
traceability if you wait until the end of the project. Less value to the team and company 

BP 16:Periodically communicate improvements from the practice of traceability [18]. Quantify sav-
ings from early defect detection or elimination of missing requirements  

BP 17: Never use traceability as a measurement in performance reviews [8, 18, 23]. Individuals 
may be concerned that traceability data will be used against them in performance reviews or as a 
threat to their job security.  

BP 18: Bidirectional Traceability [13]. Good traceability practices allow for bidirectional traceability, 
meaning that the traceability chains can be traced in both the forwards and backwards directions. 

BP 19: Identify the key individuals [19] who will supply each type of link information and the person-
nel who will co-ordinate the traceability activities and manage the data. 

BP 20: Explore Terminology and Meaning [22]. Get all participants to agree on one naming conven-
tion per artefact (if possible), especially if there are legal or compliance reasons for consistent artefact 
names. There may be situations where an agreement is not possible, in which case these artefact 
names should be documented or mapped to each other, even if they are essentially the same. For 
example, customers may call something a bug, QA may call it a defect, Development may call it an 
issue, and Engineering may call it an anomaly, but ultimately each group may be referring the same 
thing. Map these terms to each other and move on. 

BP 21: Model traceability queries [15]. Traceability queries cover basic life-cycle activities such as 
finding all requirements associated with currently failed test cases or listing all mitigating requirements 
associated with a given hazard.  

BP 22: Visualize trace slices [15]. In safety critical systems trace links established between hazards, 
faults, mitigating requirements, design, implementations, and test cases are of particular importance. 
Therefore, instead of presenting traceability material in the form of trace matrices, generate visualiza-
tions of trace slices in which the hazard is the root node, and all direct and indirectly traced artefacts 
that contribute towards mitigating the hazard are shown as a tree.  

BP 23: Evaluate traces continually using a dashboard [15]. Tracing benefits are often not realized 
directly by the people performing the tracing tasks. Furthermore, the current status of the traceability 
effort is often not visible to individual stakeholders or to the project manager. A dashboard that dis-
plays the tracing progress for a project can be effective for tracking and managing the tracing goals of 
the project and also for motivating team members to create appropriate trace links.  
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3 Best practices in practice 

3.1 Introduction 

To examine the application of traceability best practices we interviewed two SME companies operating 
within the medical device domain. These two companies were selected because they were both 
SME’s developing medical devices which contained software or developed devices which are 
standalone software. While both companies were considered SME’s they were a different size (20 
employees as against 70) and had different levels of experience in developing medical device soft-
ware.   The contrasting size and level of experience of these companies was chosen to provide a 
broader overview of the experience of traceability in the medical device domain. 
Prior to conducting the interview with the companies, a questionnaire was developed to examine the 
company’s overall approach to traceability. The questionnaire includes a set of direct questions were 
used to determine the companys‘ application of traceability best practices e.g. have you adopted a 
company policy on traceability or have you considered adopting one? One direct question was used 
for each of the twenty three best practices.  
In addition to examining the best practices for traceability adopted by the companies, the interview 
also examined their compliance with the medical device standards, the difficulties that are encoun-
tered while implementing traceability and opportunities that may exist for improving their traceability 
process. A full discussion of these topics is beyond the scope of this paper, however the interested 
reader is referred to [24]for more details. 

3.2 Company Profile 

Company A  
This company is solely located in Ireland and has a total workforce of less than 20 people. The soft-
ware systems are provided on-line and have been available for up to 11 years now. The company 
have 2 full time developers mainly working on upgrades or specific customer requests. Their products 
are rated as software safety classification I, meaning they may not present much risk of illness or inju-
ry. The company uses the Waterfall model for their software development. 
Two people were interviewed together and they answered questions both together and individually. 
The first individual’s position was as Quality Control Manager and they had been with the company for 
eighteen months and had many years’ experience in this position. The second  individual was a Pro-
ject Manager and had been with the company for 6 months. 
 
Company B 
This company’s headquarters are based in the UK, but it has a research and development and manu-
facturing facility based in Ireland. This study was carried out in the Ireland facility. The company em-
ploys 60 to 70 people and sometimes employs contractors on a part time basis so the numbers can 
fluctuate. The products are marketed globally into the primary care market, secondary care, occupa-
tional health, sports medicine and clinical trials. Their products are rated as software safety classifica-
tion II, meaning non-serious injury to the patient or operator of the device is possible due to a defect in 
the device. The company uses the V model for their software development. 
Two people were interviewed separately from this company. The first person was the Chief Technical 
Officer and had been with the company for approximately ten years. The second person was the 
Software Development Manager and he had been with the company for approximately ten years. 

3.3 Findings 

Table 1 below summarises Company A & Company B‘s responses to questions about their application 
of traceability best practices. The first column refers to the best practice numbers as detailed in sec-
tion 2 of this paper. 
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Table 1: Implementation of Traceability Best Practices 
Best 

Practice 
Company A Company B 

BP 1 No company policy on traceability in place 
and no plans to implement one. Have never 
considered it. 

No company policy on traceability in place 
and have not considered implementing one. 

BP 2  No traceability SOP in place. No plans to 
implement one. 

A traceability SOP is in place. It basically 
details how to complete the trace matrix. 

BP 3  No TIM in place. Have never considered its 
implementation. 

No TIM in place.Would consider its imple-
mentation. 

BP 4 No tool support for traceability except gen-
eral purpose spreadsheet. Not considering 
trace tool support at present. 

No tool support for traceability except gen-
eral purpose spreadsheet but are actively 
considering the purchase of a tool. 

BP 5 Had a consultant to review this. Find it diffi-
cult to know exactly what links to make. 

Knowing how much information to capture 
while at the same time being efficient is diffi-
cult. 

BP 6 Not something the company has thought 
about. Would probably need to review 

Trace matrix mostly deferred towards the 
end of the project so stakeholders don’t ben-
efit from traceability knowledge throughout 
the project 

BP 7 Each requirement is uniquely identified. Each requirement is uniquely identified 
BP 8 One of the developers is fully responsible 

although this is not documented. 
It is the responsibility of the software devel-
opment manager to ensure that traceability 
gets implemented. 

BP 9 Don’t practice VBRT. Trace every require-
ment because operating in safety critical 
domain. 

Don’t practice VBRT. Trace every require-
ment because operating in safety critical 
domain. 

BP 10 Source of requirements is identified but not 
in trace matrix. A developer keeps a record 
of this himself (not in a company docu-
ment). 

Source of requirements is identified. 

BP 11 No education of employees as to the bene-
fits of traceability.. 

No education of employees as to the bene-
fits of traceability 

BP 12 A traceability matrix is in place. A traceability matrix is in place 
BP 13 No formal audit/review of traceability infor-

mation. It is left to the developer to ensure it 
is correct so any audit is on an ad-hoc ba-
sis. 

No formal audit/review of trace information 
except at end of project where it is signed off 
by the software develoment manager. 

BP 14 Had a consultant who reviewed traceability 
technique but made no significant change. 
No formal plan in place for review/audit of 
traceability approaches. 

Company are currently reviewing their ap-
proach by considering purchase of trace tool.  
No formal plan in place for review/audit of 
traceability approaches.  

BP 15 In most cases the matrix gets completed 
towards the end of the project. 

The matrix does not get maintained as and 
when it should. 

BP 16 Improvements made due to traceability are 
not communicated within the company. 

Improvements made due to traceability are 
not communicated within the company. 

BP 17 Traceability data is never used in staff per-
formance reviews. 

Traceability data is never used in staff per-
formance reviews. 

BP 18 Bi-directional tracing available through trace 
matrix but difficulty in tracing back from 
Technical Spec. to Functional Spec. 

Bi-directional tracing available through trace 
matrix and in-document tracing. 

BP 19 One developer is responsible for all links Key individuals were identified. 
BP 20 The company had yet to engage in naming 

conventions and this issue was causing 
some confusion. 

The company has engaged in naming con-
ventions. 

BP 21 Had not considered or were aware of this 
practice 

Had not considered this practice 

BP 22 Had not considered or were aware of this Had not considered this practice 
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practice 
BP 23 Had not considered or were aware of this 

practice 
Had not considered this practice 

4 Discussion of Traceability Findings across both Companies 

The first point to consider is the number of practices that each company implement with Company A 
implementing eight practices and Company B implementing 10 practices. The companies agreed that 
this was quite a low number considering the authors stated twenty three best practices and offered  
two main reasons for this. The first reason is that the companies were unaware of some of the practic-
es and the defense for this was that they did not have the in-house traceability expertise. The second 
reason is that the companies generally viewed traceability as  “a pain in the backside“ and that “they 
would probably not bother with it if it wasn’t for regulatory purposes.“   
Another point to note is that Company B implemented every practice that Company A implemented 
(i.e. BP 7, 8, 10, 12, 14, 17 , 18, 19) plus BP 2 and BP 20. The reason for this commonality may be 
that it is difficult to have any form of traceability in place without implementing these common practices 
i.e. traceability will not happen unless someone is made responsible and the easiest way to centrally 
document traceability is through a trace matrix which also somewhat facilitates bi-directional tracing. 
With regard to BP 14 Company A have had a consultant review their processes (including their trace-
ability process) because as a result of an amendment to the Medical  Device Directive [25] (where 
stand alone software can now be considered a medical device) their product is now considered a 
medical device. Company B have reviewed their process and have concluded that the addition of a 
trace tool would improve their process and are currently considering different tool options. 
Company B have implemented two practices more than Company A, one of which is a SOP for trace-
ability and we believe the reason for this may be due to the following two factors. Company B have 
been developing medical device software for more than thirty years and so has a lot of experience in 
developing medical device software relative to Company A. In addition to this Company B, being a 
bigger company, has more resources than Company A.  
The lack of interest in traceability (outside of regulatory compliance) which the companies openly ad-
mit to, is perhaps better illustrated by the best practices that have not been applied (e.g. having no 
company policy or SOP in place). Being unaware of or not considering certain best practices only em-
phasises this indifference. The companies were not interested in the many benefits that requirements 
traceability offers with one interviewee stating ‘I know  I should say things like impact analysis but the 
truth of the matter is we only use traceability for ensuring all requirements have been tested complete-
ly and the matrix is very useful when an auditor comes in‘. 

5 Conclusion 
The implementation and maintenance of traceability varies greatly between development projects. 
Many reasons have been put forward for this including cost, complexity and lack of guidance on how 
to implement traceability. However from the literature we have identified twenty three best practices, 
all or some of which a company can use to improve its traceability. 
To assess the application of traceability best practices within the medical device domain we inter-
viewed two medical device companies and found that Company A and B applied eight and ten prac-
tices respectively, with the eight practices been applied by Company A also been applied by Company 
B. This commonality of best practice application is mostly due to these common practices been basic 
practices necessary for any form of traceability implementation. Company B is a bigger and more ex-
perienced company in medical device software development and this is a contributor to it applying 
more practices than Company A. Another finding was that companies did not implement some of the 
practices because they simply were unaware of them, due mainly to the fact that they did not have the 
traceability expertise in-house. Finally companies found traceability to be ‘a pain in the backside‘ and 
‘would not bother with it if it wasn’t for regulatory reasons‘ and so were only interested in the minimium 
implementation necessary. This viewpoint did not stimulate the application of traceability best practic-
es and meant  that these companies were not availing of the full benefits that traceability has to offer. 
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Abstract 

Medical device software organisations face challenges not faced by generic software devel-
opment organisations. These challenges include the adherence to regulatory controls. Regula-
tory bodies require medical device software organisations to provide objective evidence that 
the software they are developing is safe and reliable. To produce this, regulatory bodies re-
quire a number of deliverables which must be achieved. However, they do not dictate which 
Software Development Life Cycle (SDLC) must be followed in order to achieve these deliver-
ables. Despite not dictating which SDLC must be followed when developing medical device 
software, organisations typically develop their software in accordance with a Plan-Driven soft-
ware development lifecycle. By conducting semi structured interviews with seven medical de-
vice software organisations, we gained a deeper insight into how the challenges experienced 
impact on the development of medical device software. The interviews also attempted to learn 
from the participants how they believe the challenges experienced can be overcome. The aim 
of this paper is to explain the methodology used to perform interviews with medical device 
software organisations and to present these interviews. 

Keywords 

Medical Device, FDA, Agile, V-Model, Software Development Life Cycle, Semi-Structured In-
terview 

1 Introduction 
Medical device software organisations experience difficulties not experienced by non-regulated soft-
ware development organisations. Anecdotal evidence suggests the biggest challenge experienced by 
medical device software organisations is regulatory controls. Medical device software, regardless of 
the time or money spent on the development of the software, can be deemed useless if it fails to 
achieve regulatory approval. Medical device software organisations therefore may be reluctant to 
adopt new techniques to improve efficiencies, fearing that it may hinder their chances of achieving 
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regulatory approval. Ongoing research will present practices to medical device organisations which 
aim to achieve efficiencies without hindering the process of securing regulatory approval.  
 To learn the areas in which difficulties are experienced semi structured interviews were con-
ducted with medical device software organisations. These interviews gave an insight into the real dif-
ferences between developing medical device software and generic software and also the challenges 
faced by these organisations. Once this understanding was gained, appropriate recommendations can 
be made as to how these challenges may be overcome and efficiencies can be successfully intro-
duced.  

The remainder of this paper is structured as follows, Section 2 discusses the methodology 
used to create the interviews, Section 3 presents the participants of the interviews, Section 4 outlines 
the findings of the interviews, Section 5 discusses the recommendations and in Section 6 the conclu-
sions are presented.   

2 Research Methodology 
The interviews were conducted in accordance with Wengraf [1]. The interviews were performed on a 
semi structured basis. This form of interview is known as a Semi Structured Depth Interview (SSDI). 
SSDIs are characterized by the following features: 
 

 “The interview is a research interview, designed for the purpose of improving knowledge. 
 It is a special type of conversational interaction: in some ways it is like other conversations, but it has 

special features which need to be understood. 
 It has to be planned and prepared for like other forms of research activity but what is planned is a de-

liberate half-scripted or quarter-scripted interview: its questions are only partially prepared in advance 
and will therefore be largely improvised by you as an interviewer. But only largely: the interview as a 
whole is a joint production, a co-production, by you and your interviewee. 

 It is to go into matters ‘in depth’”. [1]  

SSDIs are further categorized into two classifications, Heavily Structured Depth Interviews and Lightly 
Structured Depth Interviews.  The degree of structuring is determined by the degree to which the 
questions and interventions are pre-prepared by the researcher. Figure 1 shows the relationship 
between structured and unstructured interviews.   
 

2.1 Pyramid Model 

In accordance with Wengraf, the interview was broken into four elements. These elements are: 

 Research Purposes (RP); 

 Central Research Question(s) (CRQ); 

 Theory Questions (TQ); 

 Interview Interventions (II) / Interview Questions (IQ). 

Model-Building 

Theory-Building 

Model-  

Theory-  

Unstructured Fully Structured Lightly structured Heavily structured 

Figure 1 Spectrum from Unstructured to Fully Structured Interviewing, and Possible Relationship to  
Phases in the Development of a Theory [1] 
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The RP is the motivation behind the research being conducted. For this research, the RP is to gain a 
deeper insight into difficulties experienced when developing medical device software. The CRQ is the 
primary question(s) to which answers are being sought as a result of the interview being conducted. 
The TQ are high level questions. These questions are not asked directly to the interview participant. 
TQ are used to formulate the actual questions that will be asked of the participant. II/IQ is what is ac-
tually asked of the participant during the interview. The information gleaned from the responses is 
compiled to answer the TQ which in turn answer the CRQ which ultimately supports the RP. The rela-
tionship between each of these elements is shown in the pyramid model shown in figure 2. 

In Dillon [3], the author discusses the various types of questions and non-questions in inter-
view scenarios. He describes that interventions1 in an interview can be more beneficial than pre-
prepared questions. As a result they are included in the pyramid model. 

3 Interview Participants 

A difficulty often associated with SSDI’s is the process of achieving representative sampling. Patton [4] 
presents several different sampling methods used as part of conducting SSDI’s each valid to specific 
methods of research. This is known as Patton’s Typology of Randomised and Purposive Sampling [4]. 
Based upon Patton’s Typology of Randomised and Purposive Sampling the most appropriate method 
of sampling for this research is “Purposeful Sampling” employing “Maximum Variation Sampling”. Us-
ing this approach, organisations of varying structure and size each of which representing a sector of 
the medical device software development industry were identified. 
 Seven medical device software organisations participated in the interviews. Within each or-
ganisation, employees best placed to answer questions relating to the development of medical device 
software were interviewed. The positions which these employees hold within the different organisa-
tions varied. Below is the list of roles which the participants perform:  

 Chief Technical Officer; 
 Head of Development; 
 Quality Manager; 
 Co-Founder/Director; 
 Senior Research and Development; 
 Principal Engineer; 
 Chief Executive Officer; 
 Electronic Design Engineer. 

 
In accordance with Wengraf the following questions i.e. IQ, were established prior to the interviews 
being conducted. The following tables show how each of the IQ relates to a TQ and in turn how the 
TQ contributes to answering the CRQ. The CRQ for this research is “How does the development of 
medical device software differ to the development of non-regulated software?” 

                                                   
1 Interview Interventions are described as questions or statements made during the interview to elicit 
responses that are not prepared prior to the interview. 

Figure 2 CRQ > TQ > IQ/II: Pyramid Model [1] 

Research Purpose 

 

2 

II/IQ2a  II/IQ2b II/IQ1a 

1 

II/IQ3a 

3 
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Table 1 Research Questions 

 

 
 
 
 
 
 
 

Table 2 Theory Questions 

CRQ 

RQ1 TQ1 Does regulatory conformance directly impact the 
development of medical software? 

IQ1a. 
IQ1b. 

RQ2 

TQ2 Are you following a Plan-Driven software devel-
opment lifecycle and if so why? 

IQ2a. 
IQ2b. 

TQ3 Does following a Plan-Driven software develop-
ment lifecycle meet all of the organisation and regulato-
ry requirement? 

IQ3a. 

IQ3b. 
TQ4 Would a tailored lifecycle be more appropriate 
than moving to a different software development lifecy-
cle completely? 

IQ4a. 

IQ4b. 

Table 3 Interview Questions 

CRQ 

RQ1 TQ1 

IQ1a. How do you believe the development of medical 
device software differs to that of the development of 
generic software? 
IQ1b. How do these differences impact on the devel-
opment of medical device software? 

RQ2 

TQ2 

IQ2a. For your current software development project 
which software development lifecycle are you follow-
ing? 
IQ2b. Why are you following this lifecycle? 

TQ3 

IQ3a. What difficulties are you experiencing as part of 
your current software development project? 
IQ3b. Why do you believe you are having these prob-
lems? 

TQ4 

IQ4a. Do you believe there is a way to overcome these 
problems? 
IQ4b. What do you believe are the barriers to moving 
away from your current software development lifecycle? 

4 Interview Findings 
The interviews conducted yielded rich qualitative data. However, a method was needed to extract the 
findings from this qualitative data. The results of the interviews were analyzed in accordance with 
Wengraf’s, Interview Material to Answers to Theory Questions to an Answer to the Central Research 
Question (IM-ATQ-ACRQ) model [1]. Whilst the CRQ > TQ > IQ/II model utilizes a top down approach, 
the IM-ATQ-ACRQ model utilizes a bottom up approach to determine the answer to the central re-
search question. This method was used as it complimented the method employed for the creation of 
the interview questions i.e. RP > CRQ > TQ > IQ/II. The results were also analysed in accordance with 
Miles and Huberman’s [2] method of analyzing qualitative data.  

4.1 Qualitative Data Analysis 

Miles and Huberman [2] present three stages for qualitative data analysis. The three stages are: 

 Data Reduction; 
 Data Display; 
 Conclusion Drawing and Verification. 

CRQ 

RQ1 What are the issues with developing medical de-
vice software? TQ1 IQ1a. 

IQ1b. 

RQ2 What are the issues with developing medical de-
vice software using a traditional software development 
lifecycle? 

TQ2 IQ2a. 
IQ2b. 

TQ3 IQ3a. 
IQ3b. 

TQ4 IQ4a. 
IQ4b. 
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The relationship between these stages of qualitative data analysis and data collection is shown in 
Figure 2.  

4.1.1 Data Reduction  
SSDIs produce a large amount of data. To navigate all of the data collected the volume must be re-
duced. Data reduction is a continuous process happening before the data is collected. Before data 
collection occurs “Anticipatory Reduction” takes place. The interviewer attempts to pre-empt the infor-
mation being collected and selects questions in an attempt to reduce unnecessary information from 
being collected.   

4.1.2  Data Display 
As SSDIs can produce large amounts of raw data, in this case over 30 pages of interview transcripts, 
a method was required in which this data can be displayed in a form easily understood by a person. 
To achieve this matrices and graphs were employed. A key element of data display is that data dis-
play is not separate from data analysis. In fact, it is part of overall process of data analysis [2]. 

4.1.3 Conclusions Drawing and Verification 
The process of drawing conclusions involves examining the collected data and analyzing the implica-
tions this data has on the research being conducted. Miles and Huberman [2] discuss that, whilst a 
final conclusion is created once all of the collected data has been analyzed, conclusions appear very 
early on in the data collection process and that whilst the conclusions may appear to be established 
inductively, external influences can have an impact on the development of early conclusions. Con-
clusions can be derived from analyzing data once. These conclusions are verified by analyzing the 
data multiple times. The conclusions are deemed to be verified once the results after each analysis 
are the same. 

4.2 Results 

After each of the three stages of qualitative data analysis were performed as outlined in the previous 
section, the results were produced (See table 4). The number sequence after each response corre-
lates to a specific interview and at which point in the interview the response was given.  

 

 

 

Data  

 
Data  

Display 

Data  

 Conclusions: 

 

Figure 2 Components of Data Analysis: Interactive Model [2, p.12] 
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 Central Research Question 
RQ1 RQ2 
TQ1 TQ2 TQ3 TQ4 

IQ1a IQ1b IQ2a IQ2b IQ3a IQ3b IQ4a IQ4b 

Table 4 Responses Received during SSDIs 
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5 Discussion 
Based upon the findings shown in table 4, it can be seen that the organisations involved identified a 
number of the same problems and challenges as shown by the multiple number sequences after spe-
cific responses. The two most cited difficulties are regulatory constraints and managing requirements 
changes. 

5.1 Regulatory Constraints 

Software developed for use, in or as a medical device must adhere to strict regulatory controls. These 
controls are put in place to ensure the safe and reliable functioning of the software. Medical device 
software organisations must provide objective evidence to regulatory bodies that their device is safe. 
This evidence is achieved through the production of comprehensive documentation. The production of 
this documentation can become burdensome for software organisations. One of the interview partici-
pants noted that whilst the production of documentation and adherence to regulations can be burden-
some, it can also be beneficial. The burden of adherence can act as a barrier to entry into the medical 
device software development industry potentially reducing the amount of competition within the medi-
cal device industry.     
 To accompany the requirements to produce adequate documentation, medical device manu-
facturers are advised to adhere to a quality management standard such as ISO 13485 [5] when devel-
oping medical device software. Whilst in Europe, it is not mandatory to follow this standard, should a 
device manufacturer choose not to follow this standard, they must prove to the regulatory bodies that 
the method which they used to ensure the quality of their device is equally comparable to ISO 13485.  
 The interviews showed that medical device software organisations typically follow a Plan-
Driven Software Development Life Cycle (SDLC) such as the V-Model. Plan-Driven SDLCs produce 
the necessary deliverables required when seeking regulatory conformance; however, Plan-Driven 
SDLCs are not seen as efficient [6] and can be difficult to apply to a medical device software devel-
opment project in a practice. Section 5.2 discusses how these Plan-Driven SDLCs can be modified to 
become more efficient whilst still producing the necessary regulatory deliverables.  

5.2 Managing Requirements  

Previous research [7, 8] and the interviews conducted as part of this paper has shown that medical 
device software is typically developed in accordance with a Plan-Driven SDLC. Plan-Driven SDLCs 
such as the Waterfall and V-Model are typically performed in a sequential manner with very little scope 
for revisiting stages. Plan-Driven SDLCs dictate that requirements are gathered up-front prior to any 
development beginning. However, a medical device software development project can potentially take 
a number of years to be completed and it can be very difficult to ensure that there will be no change in 
requirements throughout this period. 
 Each of the organisations involved in the interviews identified that a major problem they expe-
rience is accommodating changes once development has begun. To accommodate changes a num-
ber of stages may need to be revisited, having a knock-on effect of increasing rework and therefore 
increasing cost. When asked in the interviews how to resolve the problems associated with changing 
requirements a number of responses were given. One organisation suggested the establishment of an 
incubation period prior to the requirements analysis stage. This incubation period would allow the cus-
tomer time to consider all potential features they wished to include in the software and ideally remov-
ing the need for a change to be implemented once the project has begun. Another organisation sug-
gested placing greater emphasis on up-front planning and again making sure all of the necessary re-
quirements were captured. One organisation suggested “placing manners on the customer” and pre-
venting them from introducing a change once development has begun.  

Each of these suggestions has their own merit, however these are proactive steps, none of the 
organizations were able to suggest a reactive response to when a requirements change was unavoid-
able. Current Plan-Driven SDLCs are rigid and therefore have difficulty accommodating a change. 
Typically, when a change is introduced, a number of stages of development need to be revisited to 
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accommodate the change. This can require a lot of rework therefore increasing cost and development 
time. Agile practices and methodologies promote the ability to be able to accommodate changes. The 
agile manifesto states “welcoming changing requirements, even late in development” [9].  This would 
suggest that utilising agile practices in the development of software could offer the “silver bullet” to 
problems associated with late changes in requirements.  

However, research [10-12] has shown that it is very difficult to fully adopt a single agile meth-
odology such as Scrum or XP, as no single agile methodology produces the necessary deliverables 
required when seeking regulatory approval. To overcome this, research suggests that combing agile 
practices with a Plan-Driven SDLC can reap the most significant rewards as the organisation would 
still benefit from the structure associated with following a Plan-Driven approach whilst also gaining the 
efficiencies associated with utilising agile practices. 

6 Conclusions 
Medical device software organisations face challenges not faced by non-regulated software develop-
ment organisations. We conducted interviews with seven medical device software organisations to 
gain a deeper insight into these challenges. We selected organisations of varying size, structure and 
criticality to act as a broader representation of the medical device software industry as a whole. These 
organisations included medical device manufacturers, software suppliers to medical device manufac-
turers and organisations providing design services to medical device software suppliers and manufac-
turers. Whilst these organisations ranged in maturity, size and software criticality, the challenges expe-
riences by each of them are very similar. The biggest challenge identified is the adherence to regulato-
ry controls. This adherence brings with it the overhead associated with producing large amounts of 
documentation. It also brings with it the perception that following a Plan-Driven SDLC is required in 
order produce the necessary deliverables required when seeking regulatory approval2.  

The CRQ of this research is to determine the differences between the development of medical 
device software and the development of non-regulated software. The interviews revealed that the key 
difference is the need to adhere to regulatory controls. Regulatory controls appear to restrict medical 
device software organisations to follow a sequential plan driven SDLC. However, following a plan-
driven SDLC can introduce problems such as having difficulties introducing requirements changes. 

As medical device software is typically developed in accordance with a Plan-Driven SDLC, 
medical device software organisations experience the inherent problems associated with following this 
type of lifecycle. The most identified challenge by the participants of the interviews associated with 
following a Plan-Driven SDLC is accommodating requirements changes. As Plan-Driven SDLC are 
completed in a sequential manner, if a stage is completed and development has moved on it can be 
very difficult to revisit a stage such as “Requirements Management”.  
 To overcome this challenge, medical device software organisations are advised to move to a 
SDLC which can better accommodate requirements changes. Agile methodologies boast the ability to 
welcome changes throughout the development lifecycle. However, research has shown that it can be 
very difficult to fully move away from a Plan-Driven SDLC to an agile methodology as no single agile 
methodology produces the necessary regulatory deliverables. Based on this, future work as part of 
this research will involve developing and validating a hybrid SDLC which combines a Plan-Driven 
SDLC with agile practices to introduce efficiencies and to overcome the difficulties associated with 
requirements management in medical device software development projects. 
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Abstract 

Software Product Line Engineering has emerged as a software engineering strategy aimed at 
helping industry achieve business goals. Nevertheless, in order to ensure the return of invest-
ment with the Software Product Line (SPL) approach, a well-defined Product Derivation (PD) 
process is important. Without this process, the products are instantiated in an ad-hoc manner 
with success relying on the effort of a few individual members. This may increase the produc-
tion costs and time-to-market. 

Despite its importance, when compared to the vast amount of research on developing product 
lines, relatively little work has been dedicated to the process of product derivation. Addition-
ally, there are few available reports about how software development organizations derive 
their products from a product line. 

Thus, this study presents the findings gathered through to the case study methodology in or-
der to enhance understanding of how product derivation is performed in industrial settings, in-
cluding its key phases and activities in the product derivation process. 
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1 Introduction 

A growing number of software development organizations are adopting strategies that emphasize 
proactive reuse, interchangeable components, and multi-product planning cycles [1]. In this way, the 
Software Product Line (SPL) approach has emerged as a software reuse approach, in which reuse is 
planned, enabled, and enforced. It applies a strategy that plans the use of assets in multiple products 
rather than ad-hoc approaches that reuse assets only if they happen to be suitable [1]. 

The SPL approach makes a distinction between domain engineering (where a product is derived 
based on the platform components [2]) and application engineering (when individual products using 
the platform artefacts are constructed). The process of creating these individual products from a prod-
uct line of software assets is known as product derivation [3]. 

An effective product derivation process may contribute to ensuring that the effort required to develop 
the platform assets is less than the benefits delivered through using these shared artefacts across the 
products within a product line [3]. However, despite the importance of product derivation, there are 
several difficulties associated with the process, such as: the process is slow and error prone [2], it has 
an inherent complexity [4], [5] and it is still a time-consuming and expensive activity in many organiza-
tions [3]. In addition, there are few reports [6], [3] available describing how SPL organizations derive 
products from a product line. 

Due to these difficulties, we performed a case study in an industrial SPL project within the medical 
information management systems domain. The case study investigated the key phases and its activi-
ties in the product derivation process. 

The remainder of this paper is organized as follows. Section 2 describes the case study background. 
Section 3 presents the research results, i.e. an overview of company product derivation process. In 
Section 4, the results are discussed. Section 5 discusses related work on product derivation. Finally, 
conclusions and futures directions are presented in Section 6. 

2 Case Study Background 

This section describes the case study conducted at MedicWare Informatic Systems 
(http://www.medicware.com.br/) located in Salvador, Brazil. MedicWare Systems has been developing 
integrated management systems for the medical domain since 1994.  

The MedicWare product line (SMART) is composed of 52 modules (sub-systems), including more than 
918 features. It provides thousands of possible variations among its different features and enables the 
instantiation of customized products within the medical domain. Thus, a company costumer can 
choose within SMART portfolio, the set of modules and features that satisfy their needs. 

The products built on top of the SMART Platform of Core Assets are large and complex technical 
software systems with hundreds of features. Their infrastructure is composed of several parameter 
calls, which enables the selection of components and features during product derivation. 

2.1 Research Question 

The main goal of this study is to investigate and collect information about the MedicWare product deri-
vation process. Evidences gathered in the organization were used to understand how the process is 
conducted. Hence, the research question of this study is stated as follow: 

 RQ: What are the key phases and activities in the product derivation process? According to recent 
literature [7], [8], these issues are important aspects to be investigated in the area. 
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2.2 Case and Subjects Selection 

The MedicWare systems LTDA was selected as our case study organization because it had a platform 
of reusable core assets, a product derivation process, and a considerable number of customers to 
which it provided customized products. 

Regarding to the study subjects selection, a set of 15 subjects were selected from different units and 
areas (Development team, Product Customization Team, Analysis, Deployment and Business). It is 
important to involve different roles and personalities in a study like this one to get different and com-
plementary point of views [12]. 

3 Product Derivation Process 

The Medicware product derivation process is composed of five phases: Commercialization, Modelling, 
Analysis, Customization, and Deployment. 

3.1 Commercialization 

Commercialization consists of four activities: Define Scoping, Commercial Presentation of the Product, 
Technical Presentation of the Product and Prepare Proposal/Negotiation. 

Each activity is detailed in Table 1. 

 

Activity Purpose 

Define Scoping Information about the customer is elicited. An initial survey is performed to 
establish the reusability of features relevant to the customer. 

Commercial Presentation of 

the Product 

To determine the set of appropriate models and features to be instantiated 
and integrated to compose the Base Configuration. Director of Sales dis-
cusses and presents the Base Configuration and identifies customer's needs 
that are not supported by the SMART Platform. 

Technical Presentation of 

the Product 

To present an overview of the features offered by each module and what 
should be instantiated for the specific customer. Before this presentation, the 
Product Expert configures assets variants via globally accessible database 
tables (TableINI) and Configuration Files. Thus, during the Technical Presen-
tation of the Product, each module is described within the customer scope, 
i.e., each module is described as a base configuration. 

Prepare/Negotiate Proposal To present an overview of the features offered by each module and what 
should be instantiated for the specific customer. The customer confirms if the 
product and features to be implemented are aligned to their needs. With the 
review meeting, new features can be included, excluded or reprioritized in the 
feature list. Moreover, a module list that represents the Partial Product Con-
figuration is defined. 

Table 1. Commercialization Activities. 

3.2 Modelling 

The modelling phase involves two activities: Modelling and Kick Off Meeting. 

Each activity is detailed in Table 2. 
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Activity Purpose 

Modelling Map the customer requirements and workflow to define the level of reuse in the Base 
Configuration and create a Partial Product Configuration. The customer needs are 
elicited and relevant features are selected. The process of customer needs elicitation 
involves mapping the workflow of the medical unit (customer domain) in Medical Unit 
Workflow Diagrams which is compared with the Workflow of Medical Domain Dia-
grams (i.e. workflow supported by platform features) to identify which features will be 
integrated in the Partial Product Configuration. Deciding which features should be 
selected is supported by a questionnaire for each module and variation point resolu-
tion. 

At the end of this activity, the customer scope is defined. From this modelling, the core 
assets that will be instantiated to compose the Partial Product Configuration are de-
fined. Additionally, the features defined will be customized (platform assets that will be 
adapted) and developed from scratch during the product customization phases. 

Kick Off Meeting In order to obtain agreement from the stakeholders on the feature list and product 
scope, the Partial Product Configuration is demonstrated by the Product Expert to key 
stakeholders. 

The Scoping Declaration and Deployment Chronogram are presented and the cus-
tomer specific requirements which cannot be satisfied by the Partial Product 
Configuration are negotiated. 

Table 2. Modelling Activities. 

3.3 Analysis 

The Analysis phase consists of two activities: Specify Requirements and Analyse New Features. 

This phase occurs when it is necessary to implement new features or adapt existing ones which can-
not be satisfied through a configuration of the SMART Platform of Core Assets. When new features 
are identified, the New Features Analyst interacts with the Platform Architect, in order to analyse and 
approve feature development. The approved feature is then classified as: Specific Feature, Reactive 
Feature or Proactive Feature. 

Each activity is detailed in Table 3. 

 

Activity Purpose 

Specify Require-
ments 

The new features for the customer's product are specified and detailed. The New Fea-
tures Analyst or Requirements Analyst can specify the new features during the Model-
ling activity or the Analysis phase. In order to do it, they make observations, collect 
documentation and interview potential system users. 

Analyse New Fea-
tures 

Customers can request requirements which are not supported by the platform. When 
new features are identified, the New Features Analyst interacts with the Platform Archi-
tect, in order to analyse and approve the feature development. The approved feature is 
then classified as: Specific Feature, Reactive Feature or Proactive Feature. The fea-
tures are classified according to: potential for reuse, its level of complexity, 

Table 3. Analysis Activities. 

3.4 Customization 

During the Analysis phase, features are classified in categories to define their implementation form. 



Session XI: Medical Systems II 

EuroSPI 2013  11.5 

Thus, features classified as Specific Feature will be implemented by the Product Development Team. 
On the other hand, new features classified as either Reactive Feature or Proactive Feature are imple-
mented by the Platform Development Team using Reactive Product Customization or Platform Evolu-
tion. 

Figure 1 shows the relationship between features classification, product customization approach and 
parameters analysed. 

 

 
Fig.1. Relationship between feature classification, product customization approach and analy-

sis parameters. “. 

In Reactive Product Customization, new features are implemented with incorporated configuration 
mechanisms that are configured only in the specific product. Reactive Product Customization results 
in platform evolution without impact to other customers. These configuration mechanisms enable the 
configuration of variants for instantiation of the reusable assets. 

Similarly, in the Platform Evolution, new features with incorporated configuration mechanisms are 
implemented and integrated into the SMART Platform of Core Assets. These features are then avail-
able to other customers as new updates. For Specific Product Customization, new features are im-
plemented and integrated in a specific product without configuration mechanisms and therefore cannot 
be integrated within products of other customers. 

Each activity is described in Table 4. 

 

Activity Purpose 

Specific Product 
Customization 

To perform specific product customization including testing and integration of compo-
nents. During the process, the Product Developer is responsible for component cus-
tomization. This includes development of new components or adaption of existing plat-
form components. Typically, this type of customization is necessary only for a specific 
customer and therefore is not integrated with the platform.  

During Specific Product Customization, developers select components which will be 
adapted to the customer requirements and adjustments are made to each component to 
accommodate customer's needs. After customization, the components are tested and 
integrated to compose the customized product. 

Reactive Product 
Customization and 
Platform Evolution 

Implement or adapt reusable software assets based on the customer’s needs. Both 
Reactive Product Customization and the Platform Evolution activities are performed by 
the Platform Development Team. The customization process is similar for these two 
activities with exception of the Integration of Components. Once implemented, tested 
and documented, the new features will be compiled and integrated. However, for the 
Reactive Product Customization, the parameters for configuration, created during com-
ponent implementation, will be enabled in this specific product.  

During component customization, the Platform Development Team interacts with the 
Platform Architect to obtain detailed information about core asset evolution and the 
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constraints of the Platform Architecture. The Platform Development Team implements 
new features based on customer requirements. In order to implement reusable new 
features, the component code incorporates a parameterization mechanism. This en-
ables the selection of variants that enable the reusable components.  

After implementation and testing, the new feature is documented in the Core Assets 
Documentation. This includes a description, characteristics of its use, and configuration 
parameters necessary to enable it. Finally, a release of the module with the new feature 
is generated. It is integrated in the SMART Platform of Core Assets, and released to a 
specific customer (if the request has been classified as a Reactive Feature) or to other 
company's customers (if the request has been classified as a Proactive Feature). 

Table 4. Customization Activities. 

3.5 Deployment 

The Deployment phase occurs incrementally, as each customer feature supporting a module is se-
lected, it is installed and configured. This phase involves three activities: Instantiate Database, Config-
ure Product and Simulation.  

Each activity is described in Table 5. 

 

Activity Purpose 

Instantiate Database A database is selected from the Database Templates. The SMART Platform of Core 
Assets has five Databases Templates, where each model supports a specific medical 
speciality and can be customized according to the customer’s needs. With the  map-
ping complete (Modelling activity), the Database Analyst selects the database, which 
best fits the customer domain. After this selection, the Database Analyst adjusts the 
base model to support customer needs. Then, the database is installed and available for 
data entry. 

Configure Product The product is assembled from reusable assets, which are built by reusing existing 
platform assets, implementation of non-existing assets in the platform, or implementa-
tion of product-specific assets.  

Iteratively and incrementally, as each module is configured, it is installed and config-
ured. This process continues until all modules which compose the Specific Product have 
been configured and integrated. The Technical Deployment instantiates each module 
and configures the correspondent parameterizations. Thus, from this configuration, the 
variabilities are resolved and a Specific Product is derived based on the customer’s 
requirements. 

Simulation Certifies the data and detects whether there are non-conformity within the product de-
rived. During this activity, the users run the system using as parameters the workflows 
mapped. Thus, the final product is validated. 

Table 5. Deployment Activities. 

4 Discussion 

The paper reports the results of the case study methodology application to elicit the PD process and 
understand how it is performed within an industrial setting. In order to maximize the benefits from the 
available sources of evidence, this study followed three principles as defined by Yin [11]: (i) use of 
multiple sources of evidence; (ii) creation of a case study database; and, (iii) maintenance of a chain 
of evidence. In this way, we applied three different data collection methods: interviews, documenta-
tion, and participant-observation [11]. These data collection methods allowed us to triangulate the 
evidence, increasing the precision of the empirical research. The approach allowed us to looking at 
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the studies outcomes in different ways, capturing a set of interesting insights and issues. 

Based on the number of customers, features reused and tests performed, the company platform was 
considered stable. However, regarding to the organization maturity level, none specific CMMI (Capa-
bility Maturity Model Integration) [10] process area was found. The process provides an iterative form 
of product derivation which enables product assembly to occur incrementally. This is one of the impor-
tant characteristics for a product derivation approach as highlighted by Rabiser et al. [8]. 

The case study process proposes some interesting insights for product derivation, such as: the prod-
uct derivation process begins during the sales process, the use of workflow mapping for elicitation of 
customer requirements, the analysis and implementation of new features in a SPL environment, the 
use of incremental deployment, and the role of training as part of the product derivation process. 

Finally, although the process is deemed effective with the case study, we identified some issues. 
Firstly, the process is not formally described which can lead to confusion as to individual responsibili-
ties. Secondly, there is no standardization of tools across the domain and application engineering 
teams. This can make it difficult to re-allocate staff occurring to organizational needs. Finally, the 
process is heavily dependent on expert knowledge particularly for control of dependences among core 
assets, traceability, and variability management. There is a high risk of losing important process and 
technical knowledge if these experts leave the company. 

From a comparative analysis with [8], we observed that the MedicWare process provides full or partial 
support for the key activities in product derivation. The analysis we conducted showed that the details 
provided by the process and how each activity is performed can be used as a basis for building or 
improving existing product derivation approaches. 

5 Related work 

Rabiser et al. [7] identified that there is a growing interest by researchers and practitioners in product 
derivation. However, there is a lack of research reporting how software development organizations 
derive their products from a product line and the associated problems [8],[13]. 

Two relevant industrial case study reports on product derivation were published [6] and [3]. In the first, 
the authors present five problems and three issues associated with product instantiation. In the sec-
ond one, the goal was to investigate the source of problems associated with the derivation of individ-
ual products from shared software assets. 

These studies can be considered good sources of information in the area. However, important aspects 
associated with the industrial product derivation process and practice [20] were not covered. 

Our study presents the results of a case study performed in industrial environment, describing how a 
product derivation process occurs and what practices are used. The study definition and reporting was 
structured based on [9] and [11], according to well-defined guidelines which allows the study replica-
tion and extension. 

6 Conclusion 

This paper presents the results of an exploratory case study on a SPL company working in the health-
care domain. We investigate industrial product derivation practices and document our findings. In par-
ticular, this paper provides further knowledge of the product derivation area. We present knowledge of 
industry product derivation. This paper provides empirical findings to demonstrate industrial product 
derivation practices. 

The case study process proposes industrial insights on product derivation, such as: the product deri-
vation process begins during the sales process, the use of workflow mapping for elicitation of cus-
tomer requirements, the analysis and implementation of new features in a SPL environment, the use 
of incremental deployment, and the role of training as part of the product derivation process. Finally, 
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although the process is deemed e effective with the case study, we identified some issues. 

The findings presented can serve as a comparison for product derivation reporting. Researchers can 
use this work as a basis for defining, adapting or evaluating their product derivation approaches. 
Moreover, we expect that other researchers can use our work as a starting point for new industry re-
ports, presenting their experiences with product derivation. 
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Abstract 

Efficiencies in patient care can be achieved through interoperability of medical devices. Patient safety 
is the key concern during the design and manufacture of medical devices with medical devices being 
subject to stringent regulation in the region in which the device is to be marketed. However, with medi-
cal devices increasingly being designed to be incorporated into an IT network, the process of network-
ing the device can introduce risks that may not have been considered during the design and manufac-
ture stage. IEC 80001-1 was developed to address the risks associated with the incorporation of a 
medical device into an IT network. This paper presents how the requirements of IEC 80001-1 were 
used to develop a Process Reference Model (PRM) and Process Assessment Model (PAM) which are 
compliant with the requirements for PRMs and PAMs as outlined in ISO/IEC 15504-2.  

Keywords 

IEC 80001-1, ISO/IEC 15504-2, ISO/IEC 20000-1, Process Assessment, Risk Management, 
Medical IT Networks 

1 Introduction 
In 2003 and 2004, the FDA received reports of a cluster of cyber-attacks on hospitals. The attacks 

acted as a catalyst for the FDA to produce cyber security guidance for medical device manufacturers 
for networked medical devices containing off the shelf software [1]. Having developed this guidance to 
address the cyber security risks, it was recognized that the wider area of risk management of net-
worked medical devices needed to be addressed in a more comprehensive way.  Traditionally if a 
medical device was to be incorporated into a network, the device manufacturer would provide the de-
vice and the network. This led to a situation where a hospital could have a plethora of self-contained 
private networks. In order to allow true interoperability of devices and achieve efficiencies in patient 
care, medical devices are increasingly being developed to be incorporated into the general IT network 
of the Healthcare Delivery Organisation (HDO). These networks can carry traffic from life critical pa-
tient information to general email traffic. The incorporation of a medical device into the HDOs general 
network creates a medical IT network which can introduce risks that may not have been considered 
during the design and manufacture of the device [2] . To address the risks which are specific to the 
incorporation of a medical device into an IT network, it was recognized that guidance would need to be 
addressed not only to the manufacturer of the device, but also to the HDO who are responsible for the 
establishment and maintenance of the medical IT network (referred to in the standard as Responsible 
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Organisations (RO)) and also to the providers of the HDO networks and other information technology. 
Guidance in this area would need to focus on promoting a high level of communication among these 
groups, but also among the various risk management stakeholders within these groups such as IT and 
clinical staff within a HDO [2]. This was to be the origins of IEC 80001:1 2010 Application of risk man-
agement for IT-networks incorporating medical devices - Part 1: Roles, responsibilities and activities 
[3]. Section 2 of this paper discusses the requirements as described in IEC 80001-1. Section 3 of this 
paper discusses the development of the approach to the PRM and PAM while Section 4 discusses the 
step by step approach of how the requirement of IEC 80001-1 were transformed into the resultant 
ISO/IEC 15504-2:2003 [4] compliant PRM and PAM. Section 5 presents the conclusions of this paper 
and future work to be carried out in this area. 

 

2 IEC 80001-1 – Application of Risk Management  for IT Networks 
Incorporating Medical Devices 

IEC 80001-1 addresses 3 key properties of a medical IT network – Safety, Effectiveness and (Data 
and System) Security. Safety is freedom from unacceptable risk of physical injury or damage to the 
health of the patient or the user of the device or damage to property or the environment. Effectiveness 
focuses on the ability of the networked device to provide the intended result both for the patient and 
for the RO. Data and System Security ensures that information assets are reasonably protected from 
degradation in terms of confidentiality, integrity and availability. IEC 80001-1 takes a lifecycle ap-
proach to risk management and applies when a medical IT network is established, when a medical 
device is added or removed from a network or during any modification or maintenance activities. The 
lifecycle approach requires the appointment of an appropriately qualified medical IT network risk man-
ager who will ensure that a risk management policy is established and documented and that all risk 
management activities throughout the lifecycle of the network are carried out in accordance with the 
risk management policy. All documentation which is produced during the performance of risk man-
agement activities must be maintained within the medical IT network risk management file. Roles and 
responsibilities for each of the stakeholder groups involved in the performance of risk management 
activities are detailed within IEC 80001-1.While IEC 80001-1 provides guidance on the performance of 
risk management activities, there is no method available which can be used to allow ROs to assess 
the capability of their risk management practices with regard to the requirements of IEC 80001-1. Our 
research to date has focused on the development of a PRM and PAM for IEC 80001-1.   

 

3 Approach to the Development of the PRM and PAM 

To develop the PRM and PAM for IEC 80001-1, a review of the following areas was undertaken: 

 A detailed review of the requirements of IEC 80001-1 
 A review of Process Assessment standards focusing on ISO/IEC 15504-2 and ISO/IEC 15504-

5 [5] 
 A review of Process Assessment models that have been developed to assess against similar 

standards and how they were developed 
The approach to the review of the requirements of IEC 80001-1 is detailed in section 4 below which 
was undertaken using the Tudor IT service management Process Assessment (TIPA) [6] transfor-
mation process. The TIPA transformation process is a goal oriented requirements engineering tech-
nique which was developed by CRP Henri Tudor to develop the TIPA framework which is used to as-
sess service management processes. The TIPA transformation process provides guidance on how to 
transform domain requirements into PRMs and PAMs which are compliant with the requirements of 
ISO/IEC 15504-2 and ISO/IEC TR 24774 [7]. TIPA can be used to assess the capability of Service 
Management processes against the requirements of ISO/IEC 20000-1 [8] or the IT Infrastructure Li-
brary (ITIL) [9]. The TIPA transformation process was analysed during a review of models which have 
been developed for similar standards for its ability to be applied to the requirements of IEC 80001-1.  



Session XI:  Medical Systems II  

EuroSPI 2012  11.13 

The TIPA transformation process has been used for the development of the PRM and PAM for IEC 
80001-1 due to the similarities between IEC 80001-1 and ISO/IEC 20000-1 which are identified in 
Annex D of IEC 80001-1. Both IEC 80001-1 and ISO/IEC 20000-1 take a lifecycle approach to ad-
dressing the requirements of the standard. Annex D of IEC 80001-1 details process areas which are 
common to both standards such as “Configuration Management” and also highlights areas where 
while the terminology appears to be different the underlying role, document or process is similar. The 
TIPA transformation process is discussed in detail in section 4 

4 Development of the PRM and PAM using the TIPA transformation 
process 

4.1 The TIPA Transformation Process 

The TIPA transformation process is a goal oriented requirements engineering technique. The TIPA 
transformation process was developed in recognition of the fact that while ISO/IEC 15504-2 is detailed 
in its description of the requirements for PRMs and PAMs, it does not provide guidance on how to 
transform the input - the domain requirements into the output – the PRM and PAM [10]. The transfor-
mation process advocates identifying elementary requirements and organising these requirements into 
requirement trees. These requirement trees are then then oriented around the business goals to which 
they are related to form goal trees. The transformation process uses the requirements of ISO/IEC 
15504-2 [4] combined with the requirements of ISO/IEC TR 24774  to develop the final PRM and 
PAM. ISO/IEC TR 24774 Systems and software engineering - Lifecycle management - Guidelines for 
process description is a standard which provides  guidelines for the elements used most frequently in 
describing a process as a means to ensuring consistency in standard process reference models. The 
guidelines expressed in this standard can be applied to any process model developed for any pur-
pose. 
 
The steps in the TIPA transformation process are summarised below: 

1. Identify elementary requirements in a collection of requirements. 
2. Organise and structure the requirements. 
3. Identify common purposes upon those requirements and organise them towards domain 

goals. 
4. Identify and factorise outcomes from the common purposes and attach them to the related 

goals. 
5. Group activities together under a practice and attach it to the related outcomes. 
6. Allocate each practice to a specific capability level. 
7. Phrase outcomes and process purpose. (Apply ISO/IEC TR 24774 guidelines) 
8. Phrase the Base Practices attached to the Outcomes. (Apply ISO/IEC TR 24774 guidelines) 
9. Determine Work Products among the inputs and outputs of the practices. 

 
The TIPA transformation process was used in the development of the PRM and PAM which will be 
discussed in the next two sections of this paper. 

4.2 Development of the PRM 

To provide a template to inform the development of the PRM for IEC 80001-1, the PRM for ISO/IEC 
20000-1  which is contained in ISO/IEC TR 20000-4 [11] was reviewed. The document was reviewed 
to assess if the set of processes contained within the PRM for ISO/IEC 20000 could be used to assess 
against IEC 80001-1. While both standards follow a lifecycle approach, the processes detailed within 
ISO/IEC 20000-4 do not adequately address the aspects of risk management that are particular to the 
incorporation of a medical device into an IT network. On this basis, ISO/IEC 20000-4 was used to 
inform the structure of the PRM for IEC 80001-1 while not using the same set of processes. In review-
ing ISO/IEC 20000-4, it was clear that the lifecycle approach of using a “Plan, Do, Check, Act” ap-
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proach, as used in ISO/IEC 20000-4, could also be used to address the lifecycle approach advocated 
in IEC 80001-1. This approach has been maintained as illustrated in Figure 1.0. 

Risk Management Processes:

Risk Management Policy Processes
Risk Management Policy

PLAN

CHECK

M

Medical IT Network Risk 
Management Processes

Medical IT Network Risk Management
Risk Analysis & Evaluation
Risk Control 
Residual Risk 

Change Release Management 
& Configuration Management
Change Release & Configuration 
Management
Decision on how to apply Risk 
Management
Go Live

Live Network Risk Management Processes
Monitoring 
Event Management

DO ACT

Medical IT Network Risk Management Planning Processes
Medical IT Network Planning Responsibility Agreements
Medical IT Network Documentation Organisational Risk 

Management

 
Figure 1.0 IEC 80001-1 Processes  

Using the ISO/IEC 20000-4 as a template, the next stage of the development of the PRM was to struc-
ture the requirements according to the TIPA transformation process. Step 1 of the transformation pro-
cess requires that elementary requirements are identified within the collection of requirements. In or-
der to isolate elementary requirements, IEC 80001-1 was reviewed line by line and each item that was 
considered to be a requirement was identified and placed in a requirement catalogue. Elementary 
requirements have a single verb, object and complement and do not contain conjunctions. One hun-
dred and sixty one requirements were initially identified. In order to maintain traceability, the source of 
each requirement was noted making reference to the section of the standard and the line number. The 
requirements catalogue was updated as required to ensure that only requirements that would form the 
PRM were included. For example initially requirements were noted that prescribed that certain actions 
should be carried out by the holder of a specific role. However these requirements had to be updated 
in order to comply with the requirements of ISO/IEC 15504-2 that requires that processes within the 
PRM are defined in term of the purpose and the outcome of the process and are not concerned with 
who performs the process.  

Once all elementary requirements had been identified, the next step in the TIPA transformation 
process is to organize and structure the requirements. The process groups within ISO/IEC 20000-4 
were reviewed to understand if these groups could also be used to structure the requirements for IEC 
80001-1. While there are some process areas which are common to both standards (e.g. Release 
Management and Configuration Management), the structure of the processes needed to be adapted to 
take into account that IEC 80001-1 solely contains requirements for risk management activities 
throughout the lifecycle while risk management is a single process in the lifecycle approach to Service 
Management within the ISO/IEC TR 20000-4 PRM. Various approaches were taken to the organiza-
tion of the requirements. The approach that was considered most suitable was to follow the structure 
of the IEC 80001-1 standards and to use the different sections of the standard to isolate the domain 
goals which would eventually form the processes. The domain goals informed the definition of the 
process purpose. In structuring the requirements in this way, step 3 of the transformation was com-
pleted simultaneously. The requirements of ISO/IEC TR 24774 were also considered during this stage 
and process descriptions were formulated accordingly. 

Having defined the processes and process purpose through steps 1, 2 and 3, step 4 focused on 
the definition of the outcomes to be attached to each of the identified process purposes. A process 
outcome is a measurable, tangible technical or business result that is produced as a result of the per-
formance of the process. In order to ensure the completeness of the list of outcomes associated with 
any process, the complete set of outcomes were reviewed to ensure that the achievement of all of the 
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outcomes would result in the fulfillment of the process purpose. This step was completed in conjunc-
tion with step 7 of the transformation process which ensures that outcomes and purposes of the pro-
cess are phrased in a manner which is compliant with the requirements of ISO/IEC TR 24774. The 
completion of steps 1, 2, 3, 4 and 7 were necessary for the development of the PRM. The remaining 
steps of the transformation process are associated with the development of the PAM. 

4.3 Development of the PAM 

In order to develop the PAM for IEC 80001-1, the process within the PRM are extended with the 
addition of a measurement framework. This framework consists of 5 levels which range from “Incom-
plete“ to “Optimising“ and is defined in ISO/IEC 15504-2. In order to be able to make an assessment 
against this measurement framework, the remaining steps of the TIPA transfomation process were 
carried out to complete the development of the PAM. Step 5 of the TIPA transformation process con-
sists of grouping activities under a practice. In order to complete this step, the process outcome and 
purpose were reviewed and a practice was defined that would result in the production of each out-
come. Practices consist of base practices and generic practices. A base practice is an activity that 
addresses the purpose of a particular process. Base practices are also process performance indica-
tors that indicates the extent of achievement of the process purpose and process outcomes. Generic 
practices are the principal indicators of process capability and practices that are established to support 
the process performance as it is characterized at level 1.  

Once the practices had been identified, to complete step 6, each of the identifed practices was re-
viewed and was assigned to a specific capability level. This was done by reviewing the outcome of 
each parctice and the effect its perfomrnce would have on the process purpose. On the basis of this 
review, each practice was determined to be either a base practice, and related to a process perfor-
mance and a capability level of 1, or a generic practice, and related to process capability and the 
achievement of a capability level upper than 1. For generic practices, the specific capability level was 
detemined by a review of the 9 process attributes associated with each capability level. Capability 
levels are based on the achievement of these process attributes. Process attributes and the evidence 
required to achieve them are defined in Clause 4.3.2 of ISO/IEC 15504-5. Capability levels are de-
tailed in Table C.2 of Annex C of the IEC 80001-1 PAM which detailes the association of IEC 80001-1 
requirements with capability levels and base practices. 

Step 8 requires that base practices were linked to the outcome that would be achieved by the per-
formance of the practice. These practices should be phrased according to the requirements of 
ISO/IEC TR 24774 and it should be noted that a single practice may produce and therefore be linked 
to a number of outcomes. The previous steps were completed for each of the 14 processes resulting 
in the identification of 70 base practices. 

Having identified the practices associated with each of the proceses, step 9 required that each of 
the processes were reviewed in order to determine work products among the inputs and the outputs of 
the practices. A review was undertaken of specific and generic practices contained in ISO/IEC 15504-
5. Applicable work products were used within the IEC 80001-1 PAM with additional work products 
related to specific risk management activities as per the requirements of IEC 80001-1 being added as 
required. A list of generic and specific inputs and outputs and their characteristics are contained within 
Annex B of the IEC 80001-1. 

The competion of all 9 steps of the TIPA transformation process allowed the domain requirements 
as expressed in IEC 80001-1 to be developed into a PRM and PAM. A sample process from the PAM 
is shown in Table 1.0. The resultant PRM and PAM are compliant with the requirements of ISO/IEC 
15504-2 and ISO/IEC TR 24774. The PAM can be used for assessment against IEC 80001-1 and can 
be used to determine the capability levels of risk management processes for the incorporation of med-
ical devices into an IT network. These capability levels can then be used as a basis for process im-
provement which will inturn increase the safety, effectiveness and security of the medical IT network.   
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Process ID: CRCM.3 
Name: Go-Live 
Context:  The process is to allow the responsible organisation to manage the Go-Live 

Phase of the project and to consider the decision to go live in terms of the 
residual risk. 

Purpose: The purpose of the Go-Live Process is to allow the responsible organisation to 
manage the transition of the IT network to the live environment and to allow 
the responsible organisation to manage the risk management activities asso-
ciated with the Go-Live phase of the project. 

Outcomes: As a result of the successful implementation of Go-Live Process: 
 
1. Medical IT-network residual risk is reviewed prior to going live.  [[IEC 
80001-1, 4.5.3]]. 
 
2. Residual risk summaries are reviewed for acceptability of risks associated 
with interactions of recent or pending projects or changes. [[IEC 80001-1, 
4.5.3]]. 
 
3. The specified change to the medical IT-network is approved prior to go-live 
by the medical IT-network risk manager. [[IEC 80001-1, 4.5.3]]. 
 
4. The approval of the medical-IT network residual risk is documented in the 
medical IT-network risk management file. [[IEC 80001-1, 4.5.3]]. 

Base Prac-
tices: 

CRCM.3.BP1: Review residual risk. Review Medical IT Network residual risk 
summaries for acceptability of risk associated with interactions of recent or 
pending projects or changes, prior to going live. [IEC 80001-1, 4.5.3] [IEC 
80001-1, 4.5.3] [Expected Result: 1, 2]. 
 
CRCM.3.BP2: Approve specified change. Approval is given for the specified 
change by the medical IT Network Risk Manager prior to go-live. [IEC 80001-1, 
4.5.3] [Expected Result: 3]. 
 
CRCM.3.BP3: Document approval of residual risk. Document the approval of 
the medical IT Network residual risk in the Medical IT network risk manage-
ment file. [IEC 80001-1, 4.5.3] 
[Expected Result: 4]. 

Inputs:  
13-03 Risk Benefit Analysis Record [CRCM.3, BP1, 2] [Expected Result 1, 2, 3] 
Outputs: 
08-02 Change Request Approval Record [CRCM.3, BP.2, 3] [Expected Result 3, 4] 
16-02 Medical IT network Risk Management File [ CRCM.3, BP.3] [Expected Result 4] 

Table 1.0 – Sample Process from IEC 80001-1 PAM 
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5 Conclusions and Future Work 
The focus of research to date has been on the development of an ISO/IEC 15504-2 compliant PRM 
and PAM for assessment against IEC 80001-1. This will allow HDOs to assess the capability of their 
risk management processes against the requirements of IEC 80001-1 with regard to the incorporation 
of a medical device into an IT network which can then be used as a basis for process improvement. 
The PRM and PAM which have been developed as part of this research have been presented at a 
meeting of IEC SC62A JWG7 in September 2012. The PRM and PAM have been raised as a new 
work item proposal and will be published as a technical report as part of the IEC 80001-1 family of 
standards. This will establish the PAM as the standards method of assessment against IEC 80001-1. 

Future work in this area will focus on the development of an assessment method for IEC 80001-1. 
A PAM cannot be used in isolation to perform an assessment against IEC 80001-1. To allow an as-
sessment to be carried out, an assessment method will be developed which will allow for a standard-
ised approach to performing the assessment and provides a set of questions which will allow a capa-
bility level to be determined for each of the practices related to the processes. 

The PRM, PAM and assessment method will be validated in a number of ways. The PRM and PAM 
will be validated for structure and content with regard to their ability to assess against IEC 80001-1 
requirements and their compliance with the requirements of ISO/IEC 15504-2. This validation will be 
conducted through expert opinion by eliciting feedback from the developers of the TIPA framework 
and through the resolution of comments made by members of JWG7 during the comment resolution 
phase of the technical report. Validation of the PRM, PAM and assessment method will also be carried 
out from the HDO perspective and medical device manufacturer perspective. Validation will be per-
formed form the HDO by mapping of the processes within the PRM and PAM processes to a previous-
ly implemented network project within a large ICU and in a smaller clinical context. A medical device 
manufacturer will be asked to provide feedback on the processes which are addressed to medical 
device manufacturers. The research will take a design research approach by placing the artifact, in 
this case the PRM, PAM and assessment method in the context in which they will ultimately be used 
in order to assess their effectiveness. The required changes, based on feedback during the validation 
process, will be incorporated into the final model. 
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Abstract 

ECQA (European Certification and Qualification Association) is the result of a series of EU funded 
projects from 2005 – 2012. This included European projects such as EQN (European Quality Network, 
2005 – 2007), EU Certificates Campus (2008 – 2009) and DEUCERT (Dissemination of EU Certifica-
tion), the ECQA nowadays acts as an organization that is independent from funding. The members of 
ECQA are widely spread all over Europe and vary from universities to companies as well as individu-
als. ECQA is aimed at a demographic problem of education and training in the European Union. For 
people at 40 – 50 it is many years ago that they attended the university and required skills nowadays 
are changing every 2-3 years. This means that their skills get outdated and we experience in Europe a 
growing unemployment from the age of 45 upwards. Universities in Europe are currently not address-
ing this problem. 

EQN developed a so called role based qualification concept where e.g. an existing software engineer 
(who studied informatics some 15 years ago) can identify job roles to upgrade so that he remains a 
value for the organization. He might receive additional industry qualification for e.g. a safety architect 
(additionally learning how to enrich existing software architecture with functional safety aspects). This 
way the person, would for instance, grow into a safety architect position  and a younger person who 
knows more about new programming techniques gets his old position. EQN then developed certifica-
tion mechanisms for this role based approach for university and industry educational partnerships.  

EU Cert Campus collected about 15 job roles, structured the corresponding skills sets and established 
online services. The online services comprise skills browsing, skills assessment, and online training. 
So people from industry can attend job role based qualification training from the work place. 

DEUCERT   established ambassadors for this new job role based qualification concept Europe and 
worldwide. DEUCERT also helped to create a critical mass of partners.  At the moment we do have 26 
job professions (ready and in progress) that are certified all over Europe and already outside of the 
European Union. The concept is meanwhile supported by approx. 60 universities and training bodies 
in Europe. 

The processes of the ECQA are mapped onto the ISO 17024 international standard for the certifica-
tion of persons. 

ECQA supports industrial programs (e.g. AQUA: Certification of functional safety, six sigma, and Au-
tomotive SPICE skills with Automotive industry) and universities (e.g. BPM-HEIup: Certified Business 
Process Modeller as part of university lecturing programs). 
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1 Introduction 

While university programs address people in the age of 19 - 26 they do not address the demographic 
problem of increasing unemployment for people older than 45 at all. We already experience in nearly 
all countries in the European Union the growing age of people and in parallel that the number of un-
employed people older than 50 is increasing as well. This can lead to a high demographic risk be-
cause most economies also plan to increase the age of pension and this will not work if people do not 
stay employed with the growing age. 

The project EQN [3],[4],[5] was a strategic network project in education in which industry and educa-
tional institutions from  13 countries did networking to propose a solution to this demographic problem. 
Also the project should deliver an initiative of innovation in education as well [6],[8]. 

This resulted in: 

Job Role Based Qualification Strategies [5],[7]. While the universities teach for a domain (e.g. in-
formatics engineer) the job role based qualifications are short courses which in 2-3 weeks re-qualify 
people in industry (access from the workplace) to sustain their value for the company and remain em-
ployed.   Job roles are described in form of skills sets (similar to the skill cards in the Department of 
Trade and Industry in the UK), and skill sets are mapped onto training, exercises and tests. 

If someone studies informatics engineer this takes approx. 5 years at a university. Assuming this as a 
basis a job role qualification is for instance to upgrade to a safety architect, software process im-
provement manager, etc. 

Modular Certification. It was also assumed that people in industry at the work place are under time 
pressure and cannot do the whole training at once. They might do a part in year 1 and the rest in the 
next year. They (assuming the European mobility strategy) could do the first part from Spain the rest 
from a German work place.  

Thus the skills sets were structured into skill elements and each skill element has so called perfor-
mance criteria. Each certificate lists elements and a full certificate is achieved if all elements are 
passed. 

European Mobility Strategy. If, for instance, in the current economic situation Spanish workers would 
move to Germany for employment and later would move to UK and then back to Spain, all certifica-
tions should be added up and accepted across all countries. 

This led to the concept of so called lifelong learning accounts for people. Each person in Europe can 
register at the system and in one lifelong learning account (like an international bank account but for 
education) can do self assessment, achieve skills profiles, and receive training. The account sustains 
and is a central service across EU countries. 

This infrastructure was later established in the EU Cert campus project. 

Europe Wide Standardized Approach. To be able to roil out this strategy in all countries the design 
of standard guidelines was important. They were translated in all major European languages. 

As a result of this the ECQA [3],[4],[5],[9],[10] has established a set of standard quality guidelines for 

 Certification of a new job role  

 Certification of training bodies 

 Certification of trainers 

 Certification of people 

See www.ecqa.org and cooperation guidelines under downloads. 
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A job role committee is an international working group who signed the standard ECQA JRC agree-
ment and annually maintain the skill card and test questions pool. 

Attendees of courses do an ECQA based exam and receive an ECQA Certificate. 

In the guidelines of ECQA the fulfillment of the ISO 17024 standard for certifications of persons has 
been considered. A mapping to this international standard can be found in the ECQA guidelines. 

This standard process requires that training organizations and examiners are separated. ECQA sup-
ports that by 

 Establishing a Europe wide exam system which generates tests randomly per person (each 
person gets a different test and cannot be controlled by the training body). The exam ques-
tions are assigned to skills elements of job roles. 

 Using certified exam bodies who provide examiners to organize the exams. 

 Automatic corrections through the ECQA test system so that none can interfere the tests and 
the results personally. 

 Job Role Committees elaborate and annually update  this pool of multiple choice test ques-
tions. 

2 EUROPEAN WIDE INFRASTRUCTURE 

To support the concept of lifelong learning accounts (a strategy developed in the EQN project) the EU 
Cert Campus project (above 20 partners from 18 countries) developed an infrastructure which sup-
ports standard procedures for lifelong account management, self ass4essment of skills, exams and 
administration of certificates [2],[4],[5],[9]. 

Once this infrastructure was developed and in place (now used by above 11000 professionals and 
managers in European industry) it was important to find a body maintaining these services. This re-
sulted in the legal foundation of the ECQA (European Certification and Qualification Association, 
2008).  

ECQA is not for profit and the income model is based on the certification business. ECQA follows the 
processes of independent exams as outlined in ISO 17024 and earns a share of each certificate sold. 
The income is used to further maintain the lifelong learning accounts and exams infrastructure.  

The members of ECQA (and owners) are more than 60 universities and training bodies from Europe. 

The Notion of Skills Profiles. The future vision of EQN was that each person in Europe might have 
an educational card like a bank card. On the chip we store the skills profiles of the person. This strate-
gy was called “skills-card” strategy for Europe. The original strategy stems from the EU funded FP 
project CREDIT, 1998 – 2011, where ISCN was the partner for the technical architecture. 

In EQN and EU Cert this strategy was adapted to a skills profile online which a person can maintain in 
a private lifelong learning account. Instead of a physical skill card with a chip on the cards, there are 
now lifelong learning online accounts. 

A skills profile (= skill card as designed by the EU project CREDIT) is a representation of the coverage 
of competencies of a person in different skills elements. Each job role contains skills elements, the 
coverage of skills is shown in form of a  percent mark. 

   Exam results Illustrating the Coverage of Skills Profiles. Exam results are displayed in the form 
of a skills profile, demonstrating the coverage per skills element. See Figure 1. To be certified you 
must reach 66% in each skills area. 
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Figure 1: Typical Profile as Result of an Exam 

The exam system portals are continuously updated and new functions to guarantee stability of the 
system during exams is extended since more than 6 years now. 

3 A SPACE FOR EUROPEAN LIFE LONG LEARNING 

Once the ECQA [2] was founded and the exam procedures were in place the next problem to solve 
was to allow a smooth integration of a critical mass of LLP projects into the platform. The EU LLP pro-
gram finances a few hundred VET projects per year. The strategy was to empower a selected set of 
these projects to structure the skills and learning results into ECQA standards and integrate them into 
the platform. 

Knowledge and Learning Cluster for IT and Services. The partnership of ECQA decided that we 
cannot accept every LLP project or new job role. Firstly, they must satisfy the ECQA standards and 
quality criteria and secondly they should relate to a specific cluster. So it was decided that in the first 
years of rollout (2008 – 2014) we especially support the sector of IT and services.  

Some of the universities who are ECQA members decided to not use the multiple choice tests but to 
extend the system to support the APL (Accreditation of Prior Learning) procedures in the industry-
university partnerships for education.  

Thus a further new developed software function is the assessment of prior learning function. Here a 
panel of advisers (assessor of skills) can review existing knowledge of a person and assess a specific 
skills element to be fulfilled. In this case the exam is only to be done for skills elements where the as-
sessment did not show coverage of the skills. 

The ECQA platform allows people from the work place to attend online skills portals, receive training, 
do exams, and receive a certification [3],[4],[5],[9]. 
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Figure 2: Skills Browsing and Self Assessment 

With one login people can register for one or more job roles. When they register for the job role they 
can browse the skills and do a self assessment. 

The self assessment highlights in which areas the learner needs to fill some skills gaps. In these areas 
the system allows to connect to an e-learning system. 

 

Figure 3: Integrated E-Learning Courses 
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The courses include multimedia lectures, learners notes, exercises and online discussions of the ex-
ercises.  

The skill card structure defines units (competence areas), learning elements (learning objectives), and 
performance criteria (what the learner must be able to demonstrate). The learning approach is there-
fore “learning by doing” based and thus task based leaning is a method which ECQA supports. 

 Once the training has been performed the learner can register for an exam. The exam is computer 
generated, and will be corrected automatically. Exams are random generated and different per learn-
er. Questions are generated from a Europe wide shared test questions pool. 

The implemented learning approach is described in Figure 4 

 

 

Figure 4: ECQA based integrated learning cycle 

. 

Figure 5: ECQA – Multiple Choice Based Exams 
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4 EUROPEAN DIMENSION and OUTLOOK 

The current economic situation in Europe clearly illustrates that the demographic problem outlined in 
the abstract of the paper is a realistic scenario. The awareness that universities have a social respon-
sibility to also think about solutions about how to upgrade skills of people older than 45 is increasing 
but still nearly non existing Europe wide. They still just focus on young people aged 19 – 26. 

The concepts developed in EQN (2005 – 2007) and implemented with ECQA (as a not for profit initia-
tive) represent a possible solution to this problem. This growing awareness leads to a growth and 
more and more universities and training bodies are expected to join.  

The growth of the ECQA initiative is shown in Figure 7 where we see the growth trend of managers in 
Europe that have been ECQA certified after attending an ECQA test.   

Training Bodies comprise universities, commercial training companies, chambers of commerce who 
became active providers of ECQA certified courses. 

The described demographic situation is the major driver for growth in ECQA. Also by the number of 
many thousand certified people and their connections with other people in Europe we expect a wave 
of growing interest. 

Also the number of LLP funded projects applying ECQA guidelines is currently increasing per year. 

If you also plan to join this initiative please contact the ECQA president, Prof. Michael Reiner, Univer-
sity of Applied Sciences, Krems, Austria, Email:  michael.reiner@fh-krems.ac.at. 

 

Figure 6: ECQA –Growth Trend of Exams in Europe 
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6 Current ECQA Initiatives 

Internationalisation. In 2012123 ECQA became a world wide certifier with active training bodies and 
certificates in Shanghai / China, South America, India, and meetings with Japanese industry and re-
search groups to launch ECQA certificates in Asia. 

So far the job role committees were set up by European representatives, in 2013 we started to extend 
the job role committees with representatives from Japan, India, South America, etc. 

Figure 7: Meetings at Austrian Embassy Commercial Section in Tokio, Japan, May 2013 

 

Impact on European Universities. Similar to the Microsoft certification program ECQA offers certifi-
cates where lecturing programs cover specific modules of an ECQA job role and students attend the 
exams. With BPM-HEIup an additional transfer of competencies was achieved by applying the ECQA 
certified business process modeling competencies for the optimization of university management pro-
cesses. 

Clustering Strategies. ECQA became part of strategic clustering projects where ECQA certificates 
are supporting clusters of industry groupings and representatives (e.g. AQUA – Automotive industry 
and Automotive Academies, QUALETRA – DG Justice and network of connected law institutions).  
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Abstract 
Making analyzes over the compatibility of agile approaches for Turkish Software Industry. Di-
agnosing the agile characteristics and agile minds of local sector gained agile characteristics 
and agile way of working with experiences from the past. Deciding agile approaches are nec-
essary for software companies or not. Expectations from agile approaches in Turkish Software 
Industry. Applying agile methods and integrating agile approaches with SPICE Organizational 
Maturity Model, against domination of Total SMEs in Turkish Software Industry understanding 
the necessity and suitability of implementing maturity models.   
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1 Motivation 
Quality Systems are implemented by many organizations in Turkey like Total Quality Management, 
Six Sigma for many years in all sectors for many years. IT sector in Turkey is very young with average 
ages of companies and with average ages of labor force.  
There are roughly 2300 IT companies in Turkey. About % 51,5 of the number is just  accepted as “mi-
cro” sized companies, 35,7% is accepted as “small” sized companies, %9,8 is accepted as “medium” 
sized companies and %3 of those enterprises are accepted as “large” sized companies. According to 
statistics of January 2013, there are 2174 companies (%53 IT Companies) in total 34 Technology 
Development Zones and total number of employee is about 19498 (16015 of those  are R&D staff, rest 
for support services)[1]. This means an average company has about 9 employees. We can conclude 
that software development teams are very small. Thus teams can be managed to work coordinated 
and synchronized.  
Turkish industry is very adaptable with special “know how” thanks to negative-positive experiences in 
very turbulent atmosphere of commerce.  This makes people to be more agile personally and makes 
companies to be more agile to stand alive.  
The growth rate of Local Turkish Software Industry is about % 75 in last 4 years and IT sectors aver-
age annual growth rate is % 14 [2]. But still Turkish Software Industry is lacking of sufficient invest-
ment funds to boost the growth [3]. 
Most of the software products are produced custom-made on purchase, so every software project is a 
new development. Reuse programs are limited. Great acquirers are mostly government institutions. 
This brings contracted and standard time scheduled projects, these conditions and also manner of 
contracts are based on plan driven project conditions. 
By the time everything is getting more mature with experiences. The experiences from projects fin-
ished either successful or unsuccessful, experiences from management of human resources, experi-
ences of marketing, experiences of planning, risking, appropriate usage of needed tools, lessons 
learned etc… Now companies are more intelligent, more professional, more mature, specializing in 
special business areas and emerging “know how”s from business areas and software projects.   
Turkish Software Industry is on the edge to next level, with its “likely to” agile software development 
and more mature companies. 

2 Agility 
In general, agility is defined as flexibility and shorter cycle times, to be able to respond changes effec-
tively and quickly [4]. Flexibility gives a company adaptability skill against rapidly changing conditions 
and customer needs. Agility is a good skill against rapid changes of technology, financial conditions, 
human needs, new opportunities etc.   

 

2.1 Shorter cycle times bring advantages like 

 Processes get faster and respond times to customers get shorter. 
 Time of reaching to working prototype phases become shorter. 
 Gives more chance for revisiting every phase. 
 By revisiting every phase earlier, defects will be detected earlier and cost of change will de-

crease relatively. 
 Feedbacks from customers can be collected earlier since early delivery of working prototype is 

available, in that case cost of defects fall. 
 Easier to collect correct requirements and easier to eliminate requirements those never to be 

used. 
 Focusing on real functional requirements and producing real thing (what customer expected).  
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2.2 Agile Skilled Industry of Turkey 

Dr. Can Erbil1 “In trade Turkey is number one in terms of adaptability comparing to the world. If Turkey 
cannot sell jacket, they cut sleeves and sell as vest. If you don’t buy they find someone else to sell. If 
some skirts remained in stocks, they sew the middle of skirt and converting to trouser and pushing into 
market in very short time, because they have been forced to work in high inflation conditions2 in Tur-
key for 30 years. After all Turkey gained agility skills by lessons learned and experience gained in high 
inflation conditions. People did not know long term investments because no one was able to find long 
term credits so production and trade decisions always had to be for short term. As a nation we have 
advantages that we can act fast and agile in crisis’ hazy conditions in terms of making right decisions. 
” [5]  
With this paragraph, we can understand that in Turkish industry agility is already a weapon, but still 
have to implement agile software development approaches.  

 

2.3 Agile Software Development Principles 

The Agile Manifesto was published Feb. 2001 by 17 independent practitioners of different program-
ming methodologies at a summit. Those people agreed on 4 main values and 12 principles underpin-
ning those 4 values. 

“We are uncovering better ways of developing software by doing it and helping others do it.  

Through this work we have come to value: Individuals and interactions over processes and tools 
Working software over comprehensive documentation  

Customer collaboration over contract negotiation 
Responding to change over following a plan 

That is, while there is value in the items on the right, we value the items on the left more.” [6] 

There are Special Agile Development Methods like Scrum, Agile Modeling, Extreme Programming 
(XP), Crystal, RUP, and FDD etc. those are getting along with Agile Manifesto principles. 

2.4 Key Agile Practices [7] 

Incremental and multigrain planning: “Coarse” and “fine” grain plans developed and used to guide 
work. Continual refinement of plan: Plans are continually refined as new information is acquired. 

Short iterative development cycles working closely with customer: To help ensure requirements are 
understood, work is done in short cycles using frequent customer feedback to aid course correction. 

Daily team standup meetings with current work kept visible to the full team: Ensures team is com-
municating and staying on the agreed-to course. 

Teams self-manage the work: Team members measure their own velocity/productivity and commit to 
work based on the team’s measured performance. 

Frequent delivery of working product to customer based on customer priorities: Helps team stay fo-
cused on customer high value items. 

Time-boxing work: Schedules are maintained by reducing delivered functionality, if necessary. 

                                                   
1 Dr. Can Erbil’s (Economics - Education and Research, Adjunct Associate Professor (Boston College) 
interview published on Habertürk Newspaper in Turkey. 
2 Inflation rates are under %10 since 2004. 
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Team retrospectives: Team periodically reflects on its processes, frequently making improvements the 
team agrees can help their performance. 

Rapid response to changing customer needs: By keeping the iterations short and continually com-
municating with the customer, the team is able to change priorities on shorter cycles, if required. 
 

3 Using Agile Approaches in Turkish SW Industry 

According to Agile Turkey’s 2013 Software Productivity Report, %64 of Turkish software companies 
are using agile methodologies, %41 of those companies are using Agile Methodologies less than 2 
years. Adding the companies, those never used but planning to use Agile Methodologies in future 
percentage is reaching %77. Agile development practices are not used widely, however those practic-
es will take more place while usage of agile software development methodologies are reaching to 
maturity [8]. 

3.1 Agile Approaches 

 There are learned agile and lean production skills from other industries so far: 
Turkish companies are working for 30 years in turbulent economic conditions, forced to work adapta-
ble in rapidly changing atmosphere. 

 Turkish Software companies’ average number of staff is estimated 9. (Technology Develop-
ment Zones): 

Agile Approaches require relatively small teams which should work co-located, collaborated, concur-
rent and well communicated.  

 Young people and young companies in Turkish Software Industry: 
Agile approaches are implemented easier by open minded younger people, because old habits die 
hard.  

 Competent, trained staff: 
Working in IT sector is special, only competent and smart staff can find a place in software develop-
ment teams. 

3.2 Agile Approaches, Necessary? 

 High growth rates in Software and IT Sector: 
High growth rates show us that change of company sizes, increasing competitor companies and diffi-
culty of keeping teams fixed. Point is not only agile development but also agile companies. 

 Rapid changes in country: 
Growth rates are also high in other sectors. Software needs of 1, 5 million SMEs of Turkish Industry 
and increasing foreign investment… Obviously there would be great opportunities for software com-
panies. 

 Rapid Changes in Technology: 
Rapidly changing technology leads to new requirements. 

 Rapid Changes in needs: 
In competitive environment needs of customers will always go higher. Companies have to improve 
products and services continuously to stay alive. 

 Market is mostly running on custom-made purchases: 
Building close relationships and well established communication channels is very important. SW 
Companies have to understand customer well and have to respond fast against customers require-
ments. 

 Lack of funds for large investments and importance of Return on Investment (ROI): 
Lack of sufficient funds make companies fight against budget challenges, so the target should be elim-
inating every unnecessary requirement which won’t add any value to the product. Researches show 
that every step, every activity of development should bring value to the product. Cost of rework and 
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cost of defects should be decreased. Cost of quality should be a measure for companies. A study by 
Standish Group shows that in typical software systems 45 percent of the features never actually used 
and another 19 percent are only used rarely. [9] 
“I know when i see it” (IKIWISI) law: 
At the beginning before starting everything, it’s very difficult to ask for requirements from customer 
[10]. Before prototyping and usage of the product there always be something missed or something to 
discard.  IKIWISI says that customers will see the product early before the final delivery, and then 
customers can express ideas over prototypes better and describe what they want more accurate.  

3.3 Agile Approaches, Expectations? 

While applying agile approaches 
 Lean thinking, simple design and killing waste of time and waste of effort. 
 Eliminated and prioritized requirements and achieving simple design which is also easy to test 

against quality issues. 
 Well established communication channels between development team members 
 Close relationship with customers built on high trust. 
 Testing the software recurrently by each iteration and producing the right thing and working 

software without errors. 
 Satisfied and faithful customers. 
 Every software project has its own domain requirements, it looks like a bottleneck for small 

sized teams to get into special development domains in analyze phase. With Iterative pro-
gramming models it’s easy to communicate with customers and produce the right thing. 3 

 Increasing motivation of individuals working as member of SW team because of more initiative 
given. 

 

4 Integrating Agility and Maturity 

4.1 Agility and Discipline 

Every successful venture in a changing world requires both agility and discipline. “If one has strong 
discipline without agility, the result is bureaucracy and stagnation. Agility without discipline is the un-
encumbered enthusiasm of a startup company before it has to turn a profit. ” [11] 
Everything is changing so fast in the world, much faster than ever. We are witnesses of huge compa-
nies’ success stories stuck into 3 years, vice versa some disasters of huge companies stuck into 3 
years, months. Being so rigid can take companies to the end… And also unpredictable projects, over-
running budgets, exceeded schedules… in short “Chaos” would also take you dead end.  
It’s two-sided sword, agility and discipline. Need to find some middle ground to adjust balance. There 
are software maturity models like SPICE and CMMI. While agile companies are flexible they need to 
success this with smart estimations, well managed resource usage, well managed risks, and well cal-
culated budgets.  
The idea of responding every request of customers sounds great, but while trying to satisfy every cus-
tomer till the last request, company should take in to account that persistence of own existence. No-
body (customers) would kill “The Goose That Laid the Golden Eggs”4 while being satisfied.   
Agile companies need more to implement organizational capability maturity model while applying agile 
methodologies. Those companies need to take their agile capabilities to a mature level. 

                                                   
3 (See IKIWISI Law.) 
 
4 Aesop’s Fable - The Goose That Laid the Golden Eggs 
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4.2 Implementing Organizational Capability Maturity Model for Ag-
ile Approaches 

Maturity Models are helping to determine processes, capability of processes and guiding to take the 
process capabilities to high maturity levels. People who are intending to apply agile approaches 
should know that those models are neither control lists, nor written laws. Those models are offering 
best practices, and guiding to companies.  The goal is not having certificates but measuring, improving 
and assessing processes. If agile methods would improve and strengthen processes then it’s a good 
option to apply agility is not a handicap for maturity. 

4.3 4.3 SPICE for Turkish SW Companies 

SPICE ISO/IEC 15504 is quite flexible to implement, SPICE asks “what” and doesn’t ask “how”.  An-
swer of “how” depends on companies own policies. Considering flexibility of SPICE Maturity Model 
implementation won’t force companies to do certain practices.   
First step is to determine processes and practices to improve the processes, starting from the core of 
production& development. SPICE definitely focuses on engineering processes from user requirement 
elicitation to product release. Requirement analysis, design, construction, integration, testing of both 
system and software. Then Installation and maintenance processes. With roughly % 80-% 85 rates of 
SMEs in Turkish Software Industry, SPICE is an opportunity for software companies of Turkey. Be-
cause even implementing SPICE Organizational Capability Maturity Model at level-1 will bring compa-
nies a good quality in production & development. While implementing SPICE, agile practices would 
help to improve processes. But also its open to use some extra quality tools to improve quality.  
Quality Function Deployment could be used to prioritize requirements, and to choose most important 
requirements while prototyping. It gives a chance to eliminate average %45 unnecessary requirements 
(According to Standish Group). 
80/20 Law (Pareto Analysis): % 80 of defects are contributed by % 20 of resources, % 20 of defects 
are contributed by %80 of resources. This is another quality tool can be used in scope of SPICE to 
avoid average % 40-%50 rework [12]. Fishbone Diagrams can be used to localize the contributors of 
defects.  Control charts, histograms etc. will help to see the direction of the progress. Nobody would 
drive a car that has no speedometer. 
In Turkey, people are scared of quality systems, because there is a perception that having a quality 
certificate will require lots of documents and unnecessary audits. SPICE focuses on real evidences, 
real applications, traceability, testability, integration, communication, durability, reliability etc. Course 
always documents will be asked somewhere.  
Technology also helps to improve and manage the quality. There are effective tools for tracking, 
measuring and controlling the processes. Especially Engineering processes can be managed very 
well; fortunately those tools are giving option to export reports.  
Agility needs disciplined work, in case of losing control higher SPICE level can be picked as an objec-
tive. Agile companies of companies those are using agile practices should never avoid risk manage-
ment against risks. Controlling budget limits, time limits, human resources limit, unaccounted exceed-
ed requirements are very important for company’s persistence. SPICE will set the stage for fighting 
against those risks.  
Most of the software products are produced custom-made on purchase, and acquirers are government 
institutions. Thus some of the regulations, contracts and signed time schedules are inevitable as a de 
facto. Against this constraints SPICE will help companies to manage the achievements. 
Top - Down vs. Bottom - Up Improvement Approach [13]; agile approaches satisfies and volumes up 
of practitioners, but top of the company needs information in the name of management. While satisfy-
ing customers with good products and services, agile satisfy developers and SPICE will provide self-
confidence to managers. 
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5 Conclusion 
 
It can be little confusing since there are number of Agile SW Development Methods. Companies can 
choose proper method according to skills, management style, size of company, development domain 
etc. Agile development methods will bring a new style of working; big changes are inevitable in rapidly 
changing conditions.  While being agile, companies need to keep the balance between agility and 
discipline. To increase the possibility of permanent success with agile methods SPICE is a very useful 
model for SMEs and large organizations of Turkey. 
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